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FOREWORD

During the past decade there has been a considerable increase of research interest in problems of adaptive and learning systems. Many different approaches have been proposed for the design of engineering systems which exhibit adaptation and learning capabilities. Preliminary results in both theoretical research and practical applications are quite promising. One of the very few books published in this area so far is the Russian edition of the present book, authored by the well-known specialist, Professor Ya. Z. Tsypkin, of the Institute of Automation and Telemechanics, Moscow, USSR. This book presents a unified treatment of the theory of adaptation and learning. The author is directly responsible for the development of the materials in a number of chapters. Applications cover pattern recognition, automatic control, operations research, reliability and communication systems.

This English edition of the book differs from the original in several details. The bibliographic material, which appeared as a section at the back of the Russian edition, has been separated, and the pertinent material is given at the end of each chapter. This material is modified to the extent that the references translated into Russian from English are replaced by the original source. In addition, English translations are substituted for the books and monographs originally published in Russian. Also, an index of basic symbols which appeared in the Russian edition has been omitted from this edition. Certain misprints and errors which occurred in the Russian version are also corrected according to the list of errata provided by the author.

Our intention was to preserve as much as possible the spirit and flavor of
the original. For instance, in the expression “restoration (estimation) of the probability density functions,” the word “estimation,” which is commonly used in this context in the conventional English terminology, is given in parentheses. For the same reason, the words “controlled object (plant),” and “training (learning)” can also be found in the translation.

We are happy to express our gratitude to Professor Tsypkin for his kind help and the specific suggestions he has given concerning this translation.

K. S. Fu, Redactor
Z. J. Nikolic, Translator
The problem of adaptation and learning is one of the most fundamental of modern science and engineering. The complexity of many existing and developing systems, and the lack of a priori information about their properties do not permit application of the traditional methods in order to guarantee the optimal operating conditions of such systems. These problems can only be solved on the basis of certain efficient solutions of the problems of adaptation and learning. One such method is based on the adaptive approach presented in this book.

The purpose of this book is to use broad strokes in painting an attractive picture of the possibilities which the applications of the adaptive approach offer in the solutions of various problems in control theory, reliability theory, operations research, game theory, the theory of finite automata, etc.

The English translation of this book widens the audience of its readers, and this, naturally, pleases me. I will be completely satisfied if the readers of this book experience the same satisfaction which I experienced while writing it.

I have the pleasure, at this point, of expressing my gratitude to the editor of the translation, Professor K. S. Fu, and to the translator, Dr. Z. J. Nikolic, for the most pleasant and extremely useful collaboration which produced this translation.
Many difficulties are encountered in writing about the problems of learning, self-learning and adaptation in automatic systems. Although this area is relatively new, the publications related to it are so numerous that even a short survey would be lengthy. But even if such difficulties could be overcome, we would still face another obstacle caused by a tradition which is particularly present in the theory of automatic control. Year after year, various methods are proposed for solving the same old problems, and after a certain period of competition, such methods are either forgotten, or, as it frequently happens, they continue to coexist peacefully.

Remembering that the number of problems is great, it is not difficult to imagine the situation of a specialist who attempts to understand the problems of adaptation. The author was placed in this situation when, in the summer of 1965, he started to prepare the paper “Adaptation, Learning and Self-Learning in Automatic Systems” for the Third All Union Conference on Automatic Control (Odessa, September 1965). There was a need to find a way out of the situation created, which could be found only by breaking away from tradition. Instead of treating the same problems by different methods, we attempted to treat different problems by a single method. In the beginning, hopes for success were based only on a belief that certain general laws governing adaptation should exist. But after success in discovering some of these laws, that hope became a conviction.

The probabilistic iterative methods are used as a foundation for the approach developed in this book. This approach can be applied to various problems of adaption. Shortly after the initiation of this approach, many
propositions were developed and made more rigorous. It was also discovered
that the results of many recent studies in adaptation and learning, as well as
the results of the past studies which had not received sufficient attention,
comply with the rules of the general approach.

The approach developed not only simplifies the solution of the well-known
problems, but also permits the solution of many new problems.

Of course, we are far from the thought that the method presented in this
book could cover all the studies on adaptation, learning and self-learning,
and especially those studies in which these terms are only mentioned. It is
possible that many important studies were not considered, but if this is the
case, it is not because they are uninteresting and unimportant, but rather
because there is not yet a general consensus which would allow us to include
all of them.

The title of the book gives a sufficiently complete picture of its contents.
However, there are several characteristics of the book which should be men-
tioned. We will not attempt to give the detailed proofs of many propositions
presented. First, this would greatly increase the volume of the book and
change the envisioned style; second, it seems to us that an inevitable overload
of such details and refinements would prevent us from extracting and empha-
sizing the general ideas of adaptation and learning; finally, not all the proofs
are both general and brief, and, as it will not be difficult to discover, we still
do not have all but just the necessary proofs. The author has attempted
to present all the questions "as simply as possible, but not simpler."

In this book, problems of varying importance, complexity and relevance
are formulated. An exposition of general ideas and their applications in
various problems of the modern theory of automatic control and related areas
(theory of reliability, operations research, the game theory, the theory of finite
automata, etc.) are also presented.

The basic text of this book contains almost no references to the literature
which is related to the questions under consideration. This was done on
purpose in order to preserve the continuity of presentation. For this reason,
a detailed survey of the literature on adaptive and learning systems is given
at the end of the book. In addition to the survey, various comments, explana-
tions and comparisons of the obtained results with the earlier known ones are
also given here.

The index of basic symbols should help the reader to become familiar with
any particular chapter on application of the adaptive approach of his interest
without reading the other chapters.

This book could not have been written without the support of the author's
young co-workers, E. Avedyan, I. Devyaterekov, G. Kel'mans, P. Nadezhdin,
Yu. Popkov and A. Propoi, who have not only taken an active role in the
evaluation of the results, but have also influenced the development and the
presentation of many questions considered in this book. The author is deeply grateful to them for their stimulating initiative and enthusiasm. The author is also thankful to Z. Kononova for the great help in the preparation of the manuscript of this book. Finally, the author is happy to acknowledge the great role of B. Novoseltsev. By editing the manuscript, he has helped to give this book its final form.

If, while reading this book, the reader begins to feel a desire to disagree with the author, or a tendency to improve and develop certain new results, or finally, an intention to use the ideas of adaptation in the solution of his problems, i.e., if the reader does not stay indifferent at the end, the author will be satisfied.
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INTRODUCTION

Three characteristic periods can be distinguished in the development of the theory of automatic control. For convenience, they are briefly called the periods of determinism, stochasticism and adaptivity.

In the happier days of determinism, the equations describing the states of the controlled plants* as well as the external actions (functional or perturbing) were assumed to be known. Such a complete description permitted a broad application of the classical analytic apparatus in the solution of various problems of control theory. This was especially true of the linear problems, where the powerful principle of superposition simplified their solution and gave an illusion that the principal difficulties did not exist at all. Of course, such difficulties were observed as soon as the nonlinear factors had to be considered. But even in the area of nonlinear problems, where the general regular methods of solution did not exist, significant results related to the analysis as well as the synthesis of automatic systems were obtained.

A less happy time came with the period of stochasticism. In considering more realistic operating conditions of the automatic systems, it was established that the external actions, and especially the external perturbations, were continuously varying in time and could not be uniquely defined in advance. This was also frequently true of the coefficients of the plant equations. These approaches were based on the knowledge of statistical characteristics of random functions (which had to be determined in advance), and the use of analytic methods of the times of determinism.

* Also commonly called "systems."
Introduction

The characteristic feature of these periods in the development of the theory of automatic control is that their methods and results were directly applicable to automatic systems with sufficient information, i.e., where the plant equations and the external actions or their statistical characteristics were known.

At the present "long-suffering" time (from the standpoint of automatic control theory), we become more convinced each day that in the modern complex automatic systems which operate in the most diverse conditions, the equations of the controlled plants and the external actions (or their statistical characteristics) are not only unknown, but that for certain reasons, we do not even have the possibility of determining them experimentally in advance. In other words, we are confronted with a greater or smaller initial uncertainty. Although all this makes the control of such plants more difficult, it still does not make this control impossible in principle. This is evidenced by the emergence of a new, third period in the theory of control—the period of adaptivity.

The possibility of controlling the plants under incomplete and even very small a priori information is based on the application of adaptation and learning in automatic systems which reduces initial uncertainty by using the information obtained during the process of control.

One should not think that the periods of determinism, stochasticism and adaptivity have replaced each other. The following periods were always born within the preceding ones, and we now witness their existent problems.

In each of the listed periods, the basic concern in the first stage was the problem of analysis of automatic systems and an explanation of their properties. The problems of synthesis of automatic systems satisfying the specific requirements appeared later. Naturally, the desire (frequently a necessity) war born to synthesize a system which is optimal in a cetain sense.

The problem of optimality became one of the most central in automatic control. Even if great success has not yet been achieved in selecting and formulating the performance indices, we can still be comforted by the brilliant results related to the problem of optimality which were concentrated in Pontryagin's maximum principle and in Bellman's dynamic programming method. Although raised in the field of deterministic problems, they are now solving stochastic and partly adaptive problems with definite success.

The great achievements in that direction during the period of stochasticism are the methods of Kolmogorov-Wiener and Kalman, who have considerably exhausted the linear problems of synthesis.

Unfortunately, the period of adaptivity cannot boast such brilliant results. This can be explained by the fact that the problems of adaptation and their related problems of learning and self-learning are still very new. Nevertheless, we are finding them more and more often in very diverse situations of modern automatization. In addition to the basic problem of control under incomplete a priori information or when such information is not present, i.e., in the conditions of initial uncertainty, those of adaptation take place in the estimation
of the plant characteristics and actions, in learning to recognize patterns and situations, in achieving and improving the goals of control, etc.

The terms *adaptation*, *self-learning* and *learning* are the most fashionable terms in the modern theory of automatic control. Unfortunately, these terms, as a rule, do not have a unique interpretation and frequently have no interpretation at all. This creates a very fertile field for many unsupported exaggerated claims which can be found in the popular literature on cybernetics, and sometimes even in the pages of certain technical journals.

Nevertheless, if the numerous general discussions without much content are neglected, one can still point to many interesting approaches and results created in the solution of the above-mentioned problems.

However, it should be mentioned that until recently, these problems have been considered separately and independently from each other. The relationships between the problems were almost never noticed, although a broader look at the problems of adaptation, learning and self-learning indicates that they are so closely related that it is amazing that this was not recognized earlier.

Our main concern is to evaluate the problems of adaptation, learning and self-learning from a single point of view which would not only relate those problems considered earlier as unrelated, but also provide effective ways to their solution.

Of course, the accomplishment of this goal can be expected only if the following two conditions are fulfilled: the existence of definite concepts of adaptation, learning and self-learning, and the existence of a certain mathematical apparatus which is adequate for these concepts.

The first condition is in our hands, or at least in the hands of the various committees which determine terminology. From a number of established definitions (which sometimes contradict each other), we can either select those which are convenient for our book or we can add one more. The second condition is by far the most difficult to satisfy. But, as is frequently the case in the history of science, an adequate mathematical apparatus, although perhaps in a rudimentary stage, fortunately exists. On one hand, it consists of modern mathematical statistics, and on the other hand, it consists of a new, intensively developing branch of mathematics which is well-known under the name of mathematical programming.

Mathematical programming includes the theory and the methods of solving extremal problems, and it covers not only special topics (variational calculus, Pontryagin's maximum principle, Bellman's dynamic programming, and linear and nonlinear programming), but also the methods of stochastic approximation. The latter methods, which are unfortunately not used very extensively outside the field of mathematical statistics, play an important role in the area of our interest.
It is important to emphasize that mathematical programming does not require an analytic and formal description of the conditions of the problems. For this reason, it can cover a much wider circle of problems than the methods in which the solutions are sought in analytic form. The algorithmic form for solving extremal problems provides the possibility for using the devices of modern computing techniques while still not imposing the constraints of the analytic approach which would otherwise keep us far from solving those realistic problems which we would actually like to consider.

The algorithms of learning and adaptation must provide the optimum, in a certain sense, under the conditions of minimal a priori information. First of all, we have to become familiar with the problem of optimality and with the algorithmic methods of solving these problems. Then we can evaluate the concepts and the methods which are characteristic of the problems of adaptation and learning. Only after this and by using a single point of view and approach, can we be in a position to solve the variety of problems that interest us here.
1

PROBLEM OF OPTIMALITY

1.1 Introduction

One can say without exaggeration that the problem of optimality is a central problem of science, engineering and even everyday life. Everything that a man does, he tries to do in the best possible way. Any accepted conclusions, actions or produced devices can be considered as optimal from a certain viewpoint since they have been given a preference over other possible conclusions, actions or devices, i.e., they have been considered as the best.

In an attempt to reach a goal, three problems immediately arise. The first one is to select and formulate the goal. Something that is best in certain circumstances may be far from the best in other circumstances. The selection and the formulation of a goal depend upon many factors, and they are frequently accomplished with great difficulties. Very often we know what we want, but unfortunately, we cannot precisely formulate our wishes.

Once the goal is chosen, the second problem is to match it with the available resources, i.e., to take the constraints into consideration. Even a clearly formulated goal is not a guarantee of its own fulfillment. Goals, like dreams, are not always realized.

Finally, after selecting the goal and considering the constraints, we have to solve the third problem—to realize the goal under existent constraints, by which the real value of different mathematical methods of optimization and their power or weaknesses are actually clarified.

Therefore, the solution of an optimization problem is reduced to a sequential solution of the above-mentioned problems. In this chapter, we shall
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examine the necessary details of the first two problems. The third problem will be treated in the other chapters of this book.

1.2 Criteria of Optimality

Any optimization problem can be reduced to one of finding the best policy (in a certain sense) from a large number of policies. Each one of these policies is characterized by a set of numbers (or functions). The quality of a policy is measured by an index, quantitative characteristic, which defines the proximity to the set goal for the chosen policy.

The best policy corresponds to the extremum of a performance index, i.e., to the minimum or the maximum, depending on the particular problem. The performance indices are usually some functionals, which can be considered as the functions in which the curves or the vectors characterizing the policies play the role of independent variables.

A functional which depends upon a vector is simply a function of many variables. We shall further consider only those which depend upon the vectors. Such functionals can be obtained from those that depend upon the functions by using direct methods of variational calculus.

In general, the performance index can be given in the form of expectation

\[ J(c) = \int_X Q(x, c)p(x) \, dx \]  

or briefly by

\[ J(c) = M_x\{Q(x, c)\} \]  

where \( Q(x, c) \) is the functional of the vector \( c = (c_1, \ldots, c_N) \) which also depends on a vector of random sequences or processes \( x = (x_1, \ldots, x_N) \) with probability density function \( p(x) \); \( X \) is the space of vectors \( x \). Here and in the other chapters, all vectors represent column matrices.

In expression (1.2), a possible dependence of the functionals on known vectors which will be found in the studies of specific problems is not emphasized. A number of performance indices which differ only in their form correspond to equation (1.2). For instance, a very popular criterion in statistical decision theory is the average risk (Bayesian criterion) which is defined as

\[ R(d) = \int_\Lambda \sum_{v, \mu=1}^N P_v w_{v\mu} d_\mu(x, c)p_\nu(x) \, dx \]  

where \( P_\nu \) is the probability that an observed element \( x \) belongs to the subset \( \Lambda_\nu \) of \( \Lambda \); \( p_\nu(x) \) is the conditional probability density function defined over the
subset $\Lambda_\mu$; $d_\mu(x, c)$ is the decision rule which depends upon an unknown vector of the parameters $c$ such that

$$d_\mu(x, c) = \begin{cases} 1 & \text{if it was decided that } x \in \Lambda_\mu \\ 0 & \text{if it was decided that } x \notin \Lambda_\mu \end{cases}$$

(1.4)

and $w_{v\mu}(v, \mu = 1, \ldots, N)$ is an element of the cost matrix $W$ which defines the cost of incorrect decisions.

Let us write the formula for $R(d)$ as

$$R = \sum_{v, \mu=1}^{N} w_{v\mu} \int_{\Lambda} P_\mu p_\mu(x) d_\mu(x, c) \, dx$$

(1.5)

It follows that $R$ can be considered as a conditional mathematical expectation of a random variable $w_{v\mu}$ with a certain probability distribution

$$\int_{\Lambda} P_\mu p_\mu(x) d_\mu(x, c) \, dx$$

It is sometimes more convenient to use the performance index which defines the probability that a certain variable lies between the limits $e_1 \leq Q(x, c) \leq e_2$, i.e.,

$$J(c) = P\{e_1 \leq Q(x, c) \leq e_2\}$$

(1.6)

By introducing the characteristic function

$$\theta(x, c) = \begin{cases} 1 & \text{if } e_1 \leq Q(x, c) \leq e_2 \\ 0 & \text{otherwise} \end{cases}$$

(1.7)

we can transform (1.6) to the form

$$J(c) = M_x\{\theta(x, c)\}$$

(1.8)

which corresponds to (1.2).

The goal is to find either the minimum (for instance in the case of (1.3)) or the maximum (for instance in the case of (1.6)) of a functional. Therefore, these functionals are also frequently called the criteria of optimality.

1.3 More about the Criteria of Optimality

In addition to the criteria of optimality which are given in the form of conditional expectation (1.2) based on the ensemble average, the criteria of optimality based on the averaging of $Q(x, c)$ with respect to time can also be used, depending on whether $x$ is a random sequence $\{x[n]; n = 0, 1, 2, \ldots\}$ or a random process $\{x(t); 0 \leq t < \infty\}$. The criteria of optimality can be written, respectively, either as

$$J(c) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N} Q(x[n], c)$$

(1.9)
or as

$$J(c) = \lim_{T \to \infty} \frac{1}{T} \int_0^T Q(x(t), c) \, dt$$  \hspace{1cm} (1.10)$$

For the ergodic stationary sequences and processes, the criteria of optimality (1.9) and (1.10) which differ from the criterion of optimality (1.2) in the averaging procedure (time or ensemble averaging), are equivalent. This means that the expressions of these functionals will always coincide if we can obtain them in an explicit form. In any other case, the criteria of optimality (1.9) and (1.10) differ from (1.2). However, this fact should not prevent us from using the criterion of optimality (1.9) or its generalization even in the cases when at each step (at each instant of time) the form of the function $Q$ is varying, i.e., when

$$J(c) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N} Q_n(x[n], c)$$ \hspace{1cm} (1.11)$$
or

$$J(c) = \lim_{T \to \infty} \frac{1}{T} \int_0^T Q(x(t), c, t) \, dt$$ \hspace{1cm} (1.12)$$

The criteria of optimality have, or at least should have, a certain definite physical or geometrical meaning. For instance, in the automatic control systems the criterion of optimality represents a certain measure of deviation from the desired or prescribed system. In the problems of approximations, the criterion of optimality characterizes a certain measure of deviation of the approximating function from the approximated one. The selection of a specific criterion of optimality is always related to a tendency to find a compromise between a desire to describe the posed problem more accurately and the possibility of obtaining a simpler solution for the corresponding mathematical problem.

### 1.4 Constraints

If the vectors $x$ and $c$ in the performance indices were not constrained by certain conditions, the problem of optimality would not have any meaning. An optimization problem is created when mutually exclusive constraints exist, and the optimality is achieved by satisfying these constraints in the best manner, i.e., by selecting a policy in which the criterion of optimality reaches the extremum. The constraints, which are given in the form of inequalities, equalities, or logical relationships, isolate so-called permissible policies (variants) from a set of policies within which the optimal policy is sought.
The laws of nature which describe various events and which define the behavior of different systems also represent certain constraints. These laws, expressed in the form of algebraic differential and integral equations govern the behavior of the vectors $\mathbf{x}$ and $\mathbf{c}$. The form of these equations depends on the character and the nature of the problem under consideration, and we shall thus find various types of equations describing the constraints called constraints of the first type. Other constraints may be caused by limited resources, energy or any other variables which the systems cannot violate due to their physical nature; these are called constraints of the second type. They are imposed on the components of the vector $\mathbf{c}$, and are expressed on the form of equalities

$$g_v(\mathbf{c}) = 0 \quad (v = 1, \ldots, M < N) \quad (1.13)$$

or inequalities

$$g_v(\mathbf{c}) \leq 0 \quad (v = 1, \ldots, M_1) \quad (1.14)$$

where $g_v(\mathbf{c})$ is a certain function of the vector $\mathbf{c}$.

Frequently, the constraints may refer not to the instantaneous, but rather to the average values. Then (1.13) and (1.14) are replaced by the equations or the inequalities of the mathematical expectations of the corresponding functions:

$$g_v(\mathbf{c}) = M\{h_v(\mathbf{x}, \mathbf{c})\} = 0 \quad (v = 1, \ldots, M) \quad (1.15)$$

or

$$g_v(\mathbf{c}) = M\{h_v(\mathbf{x}, \mathbf{c})\} \leq 0 \quad (v = 1, \ldots, M_1) \quad (1.16)$$

Therefore, the constraints are based upon the equations of the processes and upon the limits in the variations of certain functions characterizing these processes.

In automatic systems, such constraints are the equations of motion and the limits in the variations of controlled variables and control actions. In the problem of approximation, the constraints are determined by the character of the approximated function. Unfortunately, the number of constraints in realistic physical problems exceeds that for which the statement of an optimization problem is still possible and logical.

Since all these constraints reduce the number of possible solutions, it would seem that the problem of finding the optimal policy is simplified. However, the solution of this problem becomes more complicated, and the well-known classical methods of solutions become inapplicable.

### 1.5 A Priori and Current Information

A priori information, or, as it is frequently called, initial information, represents a collection of facts about the criterion of optimality and the constraints
which are known in advance. The criterion of optimality is used to express conditions which have to be satisfied in a best manner, while the constraints describe resources. Therefore, a priori information includes the demands imposed upon the process, the character of the process equations, the values of the parameters in these equations, the properties of the external actions, and finally the process alone.

A priori information can be obtained by preliminary theoretical or experimental investigations. Such information is the starting point in solving all engineering problems and in particular, optimization problems.

Any description of a real system inevitably leads to the idealization of its properties. But, regardless of the tendency to take into consideration all the basic characteristic features of this system, we cannot hope to obtain complete a priori information, which implies absolute, exact knowledge. If we also take into consideration the presence of various disturbances which are the source of uncertainty, we have to conclude that all the cases encountered in practice are characterized by incomplete a priori information. Of course, the degree of this incompleteness can vary.

The information can be either sufficient or insufficient for the information and solution of an optimization problem. When sufficient information exists, all necessary facts about the criterion of optimality and the constraints are known, i.e., they can be written in explicit form. In the case of insufficient a priori information, the necessary facts about the criterion of optimality and/or about the constraints are not complete.

Since random variations always exist in realistic situations, a priori information becomes unreliable and inaccurate. The degree of completeness, i.e., the amount, of a priori information plays a substantial role in the formulation and the solution of an optimization problem.

On the other hand, current information is based on the observation of the process or on the results of the experiment. Therefore, the current information is renewed at each instant. The current information obtained during a preplanned experiment can be used for gathering corresponding a priori information. However, the most important role of the current information consists in compensating the insufficient volume of a priori information.

A priori information is the basis for the formulation of any optimization problem, but the current information provides the solution for that problem.

1.6 Deterministic and Stochastic Processes

The deterministic processes are characterized by the following property: If the process is known within a certain interval of time, one can completely determine its behavior outside of that interval. The criterion of optimality for a deterministic process is given in advance, and the constraints of the first and
second kind are known. In stochastic processes, one can only predict the probabilistic characteristics of the behavior of these processes outside an interval of time by knowing the process within that interval.

If these probabilistic characteristics (for instance, probability distributions) are given in advance, we can again define the criterion of optimality and the constraints in an explicit form through certain conditional expectations.

The deterministic processes can be considered as special cases of stochastic processes in which the probability density function is a Dirac function, i.e., \( \delta(x) \). In such a case, the conditional expectations in the criterion of optimality (1.2) and in the constraints are simply transformed into the deterministic functions which do not depend upon the random vector \( x \).

For instance, when \( p(x) = \delta(x) \), one can easily obtain the following relationships for a deterministic process from (1.2), (1.15) and (1.16) by using (1.1):

\[
J(c) = Q(0, c) \quad (1.17) \\
g_v(c) = h_v(0, c) = 0 \quad (v = 1, \ldots, M < N) \quad (1.18) \\
g_v(c) = h_v(0, c) \leq 0 \quad (v = 1, \ldots, M_1) \quad (1.19)
\]

which correspond to the constraints of type (1.13) and (1.14).

It should be obvious by now that the stochastic processes differ from one another, and in particular, from the deterministic processes, but only by the form of probabilistic characteristics—probability density functions. The volume of a priori information for deterministic processes is usually larger than for stochastic processes since the probability density functions for deterministic processes are known in advance, while for stochastic processes they are to be determined. If the probability distribution is determined in advance, and if we can manage to write the functional and the constraint equations in an explicit form, then regardless of the basic differences between the deterministic and stochastic processes, it is difficult to establish any prominent dissimilarities in the formulation and the solution of optimization problems for these processes.

We can often obtain the optimality for deterministic processes for every individual process; for instance, this was the case of the optimal systems with minimal response time. At the same time, we can only guarantee the optimality on the average for the statistical processes, but this is related more closely to the differences in ideas than to the differences in the formulation and the solution of an optimization problem.

1.7 The Ordinary and Adaptive Approaches

A problem of stochastic optimization does not differ from a deterministic problem if the probability functions of the stochastic processes are known and
12

1 Problem of Optimality

the performance indices \( J(c) \) are explicitly written. Dynamic programming is then equally applicable to both deterministic and stochastic problems.

A careful look at the results obtained during the periods of determinism and stochasticism leads to the conclusion that the approaches to the solution of optimization problems are identical. The best examples are the following: the stochastic problem of Wiener-Kolmogorov filtering, i.e., the synthesis of a linear system which is optimal in the least square error sense; and the problem of analytical design of the regulator, i.e., the synthesis of the linear systems which are optimal in the least integral square error sense. If \( J(c) \) and its distribution are assumed to be known, the approach is called ordinary.

A substantially different situation occurs when the probability distribution is not known a priori. Here, the ordinary approach becomes ineffective and we need another approach which can permit the solution of the optimization problem under insufficient a priori information without first having to determine the probabilistic characteristics. Such an approach will be called adaptive. In the adaptive approach, the current information is actively used instead of a priori information which does not exist. This method can also be used in the cases where an application of the ordinary approach requires a large effort in an advance estimation of the probability distribution.

If it is not clear whether the process is deterministic or stochastic, it is logical to try the adaptive approach, i.e., to solve the problem by using learning and adaptation during the process of experimentation.

1.8 On Methods for Solving Optimization Problems

After an optimization problem is formulated, i.e., after the criterion of optimality is selected and the constraints of the first and the second kind are specified, one must attempt to solve the problem. Although it is frequently said that the formulation of the problem means 50–80% success (depending on the temperament of the person who claims it), the remaining percentage is often large enough to preclude any success.

The solution for the problem of optimality is reduced to finding a vector \( c = c^* \) (it is proper to call it an optimal vector) which satisfies the constraints and for which the functional

\[
J(c) = M_x \{ Q(x, c) \}
\]

(1.20)

reaches an extremum. Note that in the majority of cases, we have to determine the functions over which certain functionals reach their extremal values.

The procedures for defining such functions are frequently followed by great difficulties. In order to circumvent these difficulties, one can replace the sought
function over which the extrema of the functional are defined by a linear combination of certain linearly independent functions with unknown coefficients. In such a case, a functional which depends on a function is replaced by a functional which depends on a vector. Certain convenient examples will be provided later.

When sufficient a priori information exists, we know both the explicit expressions for the functional $J(c)$ and the constraints, not only for deterministic but also for stochastic processes. The ordinary approaches can then be applied to $J(c)$.

The ordinary approaches are very numerous, and they encompass analytic and algorithmic methods. At first glance, the analytic methods appear as the most attractive since they lead to an explicit formal solution of the problem, but their use severely limits the area of application. These methods are convenient for the solution of simple problems which frequently could only be obtained by an extreme idealization of the actual problem. For instance, the formulas for the solution of algebraic equations of the first- and second-order equations are simple. Such formulas can also be written for the equations of the third and fourth order, although they are more complicated to use. Finally, similar formulas are simply nonexistent for the equations of higher than the fourth order. How can we now be satisfied by solving the second-order equation instead of the equations of a higher order? Various approximations of analytical methods (for instance, asymptotic approximations) extend the limits of applicability, but not very much.

Algorithmic methods, which until recently have not received great attention, do not provide an explicit formal solution of the problem, but only specify the algorithm, i.e., the sequence of actions and operations which lead to the particular sought solution. The algorithmic methods are based on the numerical solutions of various equations, and now, in connection with a broad application of digital computers, they have become dominant.

The algorithmic methods provide not only the solution, but also a way to find the solution on the basis of recursive formulas. Even in the cases when the analytic methods are applicable, it is sometimes preferable to use the algorithmic methods since they offer a faster and more convenient method of obtaining the sought result. A system of a large number of linear algebraic equations is more efficiently solved by one of many iterative methods than by using Cramer's rule. If the functional is not explicitly known, the ordinary approaches are not applicable, and in order to remove the uncertainty caused by insufficient a priori information, one should use the adaptive approach. The adaptive approach is mainly related to the algorithmic, or more accurately, iterative methods. A general discussion of algorithmic methods of optimization will be found in the next two chapters.
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1.9 Conclusion

In this chapter we have attempted to give a general description of the problem of optimality, its formulation and solution. We have also tried to point out the differences, and especially the similarities, of the optimization problems for deterministic and stochastic processes. We have indicated that the approach for solving an optimization problem depends on the degree of a priori information.

When sufficient a priori information exists, one can use the ordinary approach; the adaptive approach has to be used under insufficient a priori information. As we shall see later, it is sometimes more convenient to use the adaptive approach even in cases when the ordinary approach is also applicable. Such a situation occurs when a priori information can be obtained experimentally by preprocessing the available data. The restoration (estimation) of probability density functions and correlation functions used in the solution of optimization problems can serve as an example. Is it not better in such a case to solve the problem of optimality by an adaptive approach? This would not require a priori information and thus, would considerably reduce the amount of computations.

In order to avoid excessive idealization and simplification of realistic problems, we select the algorithmic method as a basic one. This permits us to obtain efficient algorithms for the solution of optimization problems even in complex cases by using various computing devices.

COMMENTS

1.1 Much literature devoted to the problem of optimality cannot be surveyed here in a brief and clear form. For our purpose, this is not necessary. Therefore, we shall only mention several basic books. First, we mention the book by Feldbaum (1965) which presents various formulations of the problem of optimality and possible approaches to its solution.

In the books by Bellman (1957, 1961) this problem is considered on the basis of his method of dynamic programming, and in the book by Pontryagin et al. (1962) it is presented on the basis of their maximum principle. The reader who wishes to expand his understanding of various aspects of the problem of optimality should become familiar with the following books: Boltyanskii (1966), which very simply and clearly presents the problem of optimality; Butkovskii (1965), which is devoted to the problems of optimality in the systems with distributed parameters; and Chang (1961), which also covers the problems of optimality in linear continuous and discrete systems. Perhaps the best way to become familiar with the problem of optimal control is to study a short book by Lee (1964). All of these have rather complete bibliographies.

One should not think that the problem of optimality is simple and clear. Frequently the question "What is optimality?" can cause despair and pessimism (see the papers by Zadeh (1958) and Kalman (1964)). The author, however, does not share such pessimism completely.
Here we use the notation adopted by Gantmacher (1959). All the vectors represent column matrices and the symbol \( c = (c_1, \ldots, c_N) \). The transpose of the column matrix is a row matrix \( c^T = [c_1, \ldots, c_N] \).

The Bayesian criterion is broadly used in communication theory and radar engineering and recently in control theory (see the books by Gutkin (1961), Helstrom (1960) and Feldbaum (1965)).

In formula (1.3), instead of \( d\Omega(x) = dx_1 \cdot dx_2 \cdots dx_m \), which defines an elementary volume in the space \( X \), we simply write \( dx \). For further information on mathematical expectation of the characteristic function, see Gnedenko (1962) or Stratonovich (1966).

Concerning ergodicity, see a small but very interesting book by Halmos (1956).

The role of deterministic constraints was clearly emphasized many times by Feldbaum (1965) (see also Lee (1964) and Bellman (1957)).

Such a characteristic of a priori and current information was described by Krasovskii (1963).

The presented classification of the deterministic and stochastic processes is almost universally accepted (Bellman, 1961). Here, we have attempted to emphasize the generality of the formulation and the solution of the problem of optimality for these processes, and thus their differences were not extensively discussed.

A slightly different treatment of the adaptive approach can be found in Bellman (1961). The treatment found here is identical to one presented earlier in a paper by the author (Tsypkin, 1966). The relationship between the stochastic problem of synthesizing a linear system which is optimal with respect to the variance of the error, and the deterministic problem of synthesizing a linear system which is optimal according to the integral square error was shown by Kalman (1961), who formulated this relationship as the principle of duality.

In addition to the books mentioned above, the methods of solving the problems of optimality related to the ordinary approach are described in the books by Leitman (1962) and Merriam (1964).
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ALGORITHMIC METHODS OF OPTIMIZATION

2.1 Introduction

In this chapter we shall consider recursive algorithmic methods of solving optimization problems. These methods encompass various iterative procedures related to the application of sequential approximations. Similar methods, which were first used in the solution of algebraic equations and then extended to differential and integral equations, were also developed with the help of the ideas found in functional analysis. Our immediate goal is not only to give a systematization and a comparison of sufficiently well-developed recursive methods, but also to explain their physical meaning, or more accurately, their meaning from the viewpoint of control specialists.

It will be assumed throughout this chapter that sufficient a priori information exists. Therefore, in the solution of optimization problems, we can employ the regular approach. The presented results will be used to develop the adaptive approach by analogy. We shall see that regardless of the variety of recursive methods, all of them can be reduced to relatively simple schemes.

2.2 Conditions of Optimality

In deterministic and stochastic processes under sufficient a priori information (such a case is considered only in this chapter), the criterion of optimality, i.e., the functional $J(c)$, is explicitly known. The constraints are also known. In the beginning, we shall assume that the constraints of the second kind do not exist, and that the constraints of the first kind are included in the functional. The initial dimension of the sought vector $c$ is thus reduced.
If the functional $J(c)$ is differentiable, its extremum (maximum or minimum) is reached only for those values $c = (c_1, \ldots, c_N)$ for which $N$ partial derivatives $\partial J(c)/\partial c_v$ ($v = 1, \ldots, N$) are simultaneously equal to zero, or, in other words, for which the gradient of the functional

$$\nabla J(c) = \left(\frac{\partial J(c)}{\partial c_1}, \ldots, \frac{\partial J(c)}{\partial c_N}\right)$$

is equal to zero.

The vectors $c$ for which

$$\nabla J(c) = 0$$

are called the stationary or singular vectors, but all stationary vectors are not optimal, i.e., they do not correspond to the desired extremum of the functional. Therefore, condition (2.2) is only a necessary condition.

We could also write the sufficient conditions of the extremum in the form of an inequality based on the determinant which contains partial derivatives of the second order of the functional with respect to all components of the vector. However, this is not worth doing even in the case when the required computational effort is not very large.

Frequently, starting directly from the physical conditions of the problem for which the functional is defined, we can find whether the stationary vector corresponds to the minimum or to the maximum. This can be established easily in the frequent cases of our interest when there is only one extremum.

The conditions of optimality only define local extrema, and if the number of such extrema is large, the problem of finding the absolute or the global extremum becomes a very complex one. Certain possible solutions of this problem will be evaluated later.

We shall now be concerned only with the case when the optimal value of the vector $c^*$ is unique. In order to be more specific, we shall also consider that the extremum of the functional is the minimum.

### 2.3 Regular Iterative Method

The condition of optimality (2.2) in the general case represents a set of nonlinear equations, and an analytic solution of such equations is almost never possible. However, in the case of quadratic performance indices and linear constraints of the first kind, the nonlinear equation (2.2) becomes linear, and we can use Cramer's rule to solve it. These beautiful mathematical ideas and not practical problems were, until recently, responsible for the development of the theory of optimality.

If we also mention that the linear analytic methods are applicable only for
simple problems of small dimensionality, the need for developing and applying the algorithmic methods (or more accurately, iterative methods which do not require such stringent constraints) becomes obvious.

The basic idea of solving equation (2.2) using regular iterative methods consists of the following: Let us write equation (2.2) in the form

\[ c = c - \gamma \nabla J(c) \]  

(2.3)

where \( \gamma \) is a certain scalar, and then seek the optimal vector \( c = c^* \) using the method of sequential approximations or iterations.

\[ c[n] = c[n - 1] - \gamma[n] \nabla J(c[n - 1]) \]  

(2.4)

The value \( \gamma[n] \) defines the length of the step, and it depends on the vectors \( c[m] \) (\( m = n - 1, n - 2, \ldots \)). When the corresponding conditions of convergence are satisfied (this will be briefly discussed later),

\[ \lim_{n \to \infty} c[n] = c^* \]  

(2.5)

for any initial condition \( c = c[0] \).

The methods of obtaining \( c^* \) are based on relationship (2.4) and are called the iterative methods. Since the choice of the initial vector \( c[0] \) uniquely defines the future values of the sequence \( c[n] \), these iterative algorithms will be called regular. The probabilistic algorithms, which differ from the regular algorithms, will be discussed in Chapter 3. Different forms of the regular iterative methods differ according to the choice of \( \gamma[n] \).

There is an enormous number of publications devoted to regular algorithms. Unfortunately, many of them use different terminology. Here we have to find the optimal value of the vector, since we are interested in the problem of optimality. Therefore, we shall use the terminology most closely related to the problem under consideration and the corresponding algorithms of optimizations.

### 2.4 Algorithms of Optimization

Relationship (2.4) defines the sequence of actions which have to be performed in order to determine the vector \( c^* \). Therefore, it is appropriate to call (2.4) an algorithm of optimization. This algorithm of optimization can be observed as a recursive equation. By introducing the difference of the first order

\[ \Delta c[n - 1] = c[n] - c[n - 1] \]  

(2.6)
we can easily write the algorithm of optimization in the form of a difference equation

$$\Delta c[n - 1] = -\gamma[n]VJ(c[n - 1])$$

(2.7)

Finally, by summing both parts of this equation from $0$ to $n$, we obtain the algorithm of optimization in the form of the sum equation

$$c[n] = c[0] - \sum_{m=1}^{n} \gamma[m]VJ(c[m - 1])$$

(2.8)

which includes the initial value $c[0]$. Therefore, the algorithms of optimization can be represented in three forms: recursive, difference and sum.

Recursive, difference and sum equations correspond to certain discrete feedback systems, which are shown in Fig. 2.1. The block diagrams include a nonlinear transformer $VJ(c)$, an amplifier with time-varying gain $\gamma[n]$ and a discrete integrator–digrator (designated by Dg in Figs. 2.1 and 2.2). The delay line is designated by TD in Fig. 2.2b. The output of the digital integrator (digrator) is always $c[n - 1]$ (Fig. 2.2). Double lines in Fig. 2.1 indicate vector relationships. This discrete feedback system is autonomous. All necessary a priori information is already present in the nonlinear transformer.
2.5 A Possible Generalization

When \( J(c) = \text{const} \) has "ridges" (Fig. 2.3), the rate of convergence to the optimal point \( c^* \) is slow. In such cases, instead of the scalar, it is better to use the matrix

\[
\Gamma[n] = \| \gamma_{v\mu}[n] \| \quad (v, \mu = 1, \ldots, N) \tag{2.9}
\]

in the algorithm of optimization.

Algorithm (2.7) is then replaced by a more general algorithm,

\[
\Delta c[n - 1] = -\Gamma[n] \nabla J(c[n - 1]) \tag{2.10}
\]

In this case, the number of steps related to various components are different and mutually dependent.

The matrix \( \Gamma[n] \) can be chosen so that in the neighborhood of the optimum point the trajectory of the parameters can be a certain straight line, i.e.,

\[
\Delta J(c[n]) = -kJ(c[n - 1]) \quad (k = \text{const}) \tag{2.11}
\]

\[
\Delta J(c[n]) = J(c[n + 1]) - J(c[n])
\]

The matrix \( \Gamma[n] \) provides a linear transformation of the coordinate system under which the equidistant lines of \( J(c) \) become concentric spheres (Fig. 2.4).

The block diagram which corresponds to the general algorithm of optimization differs from the one shown in Fig. 2.1. Instead of simple amplifiers, it has "matrix" amplifiers where all the inputs and outputs are interconnected.
2.6 Various Algorithms of Optimization

The selected gain coefficients of matrix or ordinary amplifiers define the type of the algorithms of optimization and their corresponding discrete systems. For instance, if $\Gamma[n] = \Gamma$, which does not depend on $n$, we obtain the algorithm of adaptation with constant steps and the corresponding discrete system with constant gain coefficient. If $\Gamma[n]$ depends on $n$, we obtain the algorithm with variable steps, and the corresponding discrete system with variable gain coefficients. In particular, the matrix $\Gamma[n]$ can be periodic, $\Gamma[n + n_0] = \Gamma[n]$. In the numerical methods of solving the system of linear equations, the algorithms discussed above are called, respectively, stationary, nonstationary and cyclic.

In general, $\Gamma[n]$ can depend on the vectors $\mathbf{c}[m]$ ($m = n - 1, n - 2, \ldots$). In this case we have algorithms with "nonlinear" steps and the corresponding discrete systems with nonlinear gain coefficients. The relaxation algorithms, in which $\Gamma[n]$ is chosen to minimize a certain function of the error $\mathbf{c}[n] - \mathbf{c}^*$ at each step $n$, belong to this type of algorithm.

In the coordinate relaxation algorithms, $\Gamma[n]$ can be such that only one or several components of $\mathbf{c}[n]$ are changing at each step. In the gradient relaxation algorithms,

$$\Gamma[n] = I\gamma[n] \quad (2.12)$$

where $I$ is an identity matrix and $\gamma[n]$ is a scalar which also depends on the coordinates of the vector $\mathbf{c}$. For instance, the well-known Newton's algorithm

$$\Delta \mathbf{c}[n - 1] = -[\nabla^2 J(\mathbf{c}[n - 1])]^{-1}\nabla J(\mathbf{c}[n - 1]) \quad (2.13)$$

belongs to the class of algorithms with nonlinear steps. Here,

$$\Gamma[n] = [\nabla^2 J(\mathbf{c}[n - 1])]^{-1} \quad (2.14)$$
2.7 Search Algorithms of Optimization

A modification of Newton’s algorithm,
\[ \Delta c[n - 1] = -[\nabla^2 J(c[0])]^{-1}\nabla J(c[n - 1]) \] (2.15)
where \( c[0] \) is a certain initial value, represents an algorithm with constant steps.

The algorithm of steepest descent is
\[ \Delta c[n - 1] = -\gamma[n]\nabla J(c[n - 1]) \] (2.16)
which is also a relaxation algorithm. Here, \( \gamma[n] \) is selected at each step by minimizing the function
\[ \Psi(\gamma) = J(c[n - 1] - \gamma\nabla J(c[n - 1])) \] (2.17)
Therefore, by selecting the corresponding \( \Gamma[n] \) or \( \gamma[n] \), we obtain various well-known algorithms.

2.7 Search Algorithms of Optimization

It is not always possible to compute the gradient of the functional (2.1) in an explicit form, and thus we cannot use the algorithms discussed above. Such a situation exists when the functional \( J(c) \) is discontinuous or nondifferentiable, or when its dependence on \( c \) cannot be expressed explicitly. This last case is characteristic for the functionals of the type (1.5) and (1.8), and for the functionals formed by logical operations.

The only possible solution of the optimization problem under such conditions is probably related to the search methods of finding the extremum. If we cannot compute the gradient in advance, we must estimate it by measurements. In the search methods, the quantities which can be used for indirect estimation of the gradient are measured. There is a large variety of search methods which were mainly developed in the design of various optimum control systems. We shall not attempt to describe all the methods of search here. Only the simplest classical methods will be considered in order to clarify certain basic questions. After such explanations, the reader can easily master different methods of search which are not considered here.

Let us introduce the vectors
\[ J_+(c, a) = (J(c + ae_1), \ldots, J(c + ae_N)) \]
\[ J_-(c, a) = (J(c - ae_1), \ldots, J(c - ae_N)) \] (2.18)
when \( a \) is a scalar, and \( e_v (v = 1, \ldots, N) \) represents the unit vectors. In the simplest case,
\[ e_1 = (1, 0, \ldots, 0); e_2 = (0, 1, \ldots, 0); \ldots; e_N = (0, 0, \ldots, 1) \] (2.19)
The gradient is then approximately defined by the formula

$$\frac{J_+(c, a) - J_-(c, a)}{2a} = \tilde{v}_e \cdot J(c, a)$$  \hspace{1cm} (2.20)

Using (2.20) instead of the gradient in (2.4), we obtain the search algorithm of optimization

$$c[n] = c[n-1] - \gamma[n] \tilde{v}_e \cdot J(c[n-1], \alpha[n])$$  \hspace{1cm} (2.21)

This algorithm of optimization, which can also be written in the form of a difference or a sum, corresponds to discrete extremal systems. The estimate of the gradient (2.20) can be obtained by using a synchronous detector (Fig. 2.5) if the search oscillations are square-waves of sufficiently high frequency and an amplitude \(y(t) = a \text{ sign} (\sin \omega_0 t)\).

Actually, it is simple to verify that

$$\tilde{v}_e \cdot J(c, a) = \frac{\omega_0}{2\pi a} \int_0^{2\pi/\omega_0} J(c, a \text{ sign} (\sin \omega_0 t)) \text{ sign} (\sin \omega_0 t) \, dt$$  \hspace{1cm} (2.22)

Therefore, the block diagram of the extremal discrete system can be given in the form shown in Fig. 2.6. Usually, \(\alpha[n] = \text{const}\). This scheme differs from the ordinary (nonsearch) system (Fig. 2.1). Here we have an additional generator of search oscillations, a synchronous detector and the commutators which sequentially define the arguments \(c \pm ae_k\) and the components \(\tilde{v}_e \cdot J(c, a)\).
The algorithms of optimization can also be based upon various types of searches which are extensively used in extremal systems. In particular, it may sometimes be more convenient not to vary $c$ in both directions ($c + ae_k$ and $c - ae_k$), but in one direction only (either $c + ae_k$ or $c - ae_k$). In this case, instead of (2.20), we can use either

$$\nabla_C J(c, a) = \frac{J_+(c, a) - J_0(c)}{a}$$

or

$$\nabla_C J(c, a) = \frac{J_0(c) - J_-(c, a)}{a}$$

where $J_0(c) = (J(c), \ldots, J(c))$ is a vector with identical components. In computing $\nabla_C J(c, a)$ or $\nabla_C J(c, a)$, we perform one step only.

It is not difficult to determine the optimal vector $c^*$ for the functional $J(c)$ when the constraints of the equality type (1.15) only are present. Using the method of Lagrange multipliers, we obtain the problem considered earlier. Let us form the functional

$$J(c, \lambda) = J(c) + \lambda^T g(c)$$

where $\lambda = (\lambda_1, \ldots, \lambda_N)$ is still an unknown vector of Lagrange multipliers; $T$ indicates the transport of a vector, and $g(c) = (g_1(c), \ldots, g_M(c))$ is a vector function.

The minimum of the functional $J(c)$ under the constraints (1.15) is found from the following system of equations:

$$\nabla_C J(c, \lambda) = \nabla J(c) + G(c)\lambda = 0$$

$$\nabla_\lambda J(c, \lambda) = g(c) = 0$$

where

$$G(c) = \frac{\partial g_v(c)}{\partial c_\mu} \quad (v = 1, \ldots, M; \mu = 1, \ldots, N)$$

is an $N \times M$ matrix.

In analogy to the algorithm (2.4) for solving the system of equations (2.2), we can solve the system (2.25) by using the algorithms

$$c[n] = c[n - 1] - \gamma[n] \nabla_C J(c[n - 1], \lambda[n - 1])$$

$$\lambda[n] = \lambda[n - 1] + \gamma[n] \nabla_\lambda J(c[n - 1], \lambda[n - 1])$$
or
\[ c[n] = c[n - 1] - \gamma[n]VJ(c[n - 1]) + G(c[n - 1])\lambda[n - 1] \]
\[ \lambda[n] = \lambda[n - 1] + \gamma_1[n]g(c[n - 1]) \] (2.28)

The existence of equality constraints slightly complicates the structure of the system which corresponds to the algorithms of optimization. The special loops which define the Lagrange multipliers are introduced (Fig. 2.7). Many other algorithms of optimization which differ only according to the chosen Lagrange multipliers exist, but we shall not treat them here.

2.9 Constraints II

The inequality constraints cannot be treated by the classical methods discussed thus far. In order to consider constraints of this type, we have to rely on a new mathematical apparatus—mathematical programming—which has been developed recently. The conditions of optimality are given in this case by the Kuhn-Tucker theorem, which represents a generalization of the Lagrange method for the case of inequality constraints. This theorem states that the optimal vector \( c^* \) satisfies the following conditions:

\[ V_{c}J(c, \lambda) = VJ(c) + G(c)\lambda = 0 \]
\[ g(c) + \delta = 0 \]
\[ \lambda^T\delta = 0 \]
\[ \lambda \geq 0 \]
\[ \delta \geq 0 \] (2.29)
The conditions are written in the vector form, \( \lambda = (\lambda_1, \ldots, \lambda_M) \), \( \delta = (\delta_1, \ldots, \delta_M) \); the inequalities \( \lambda \geq 0 \) and \( \delta \geq 0 \) indicate that all the components of these vectors are nonnegative. Moreover, it is assumed that the constraints (1.14) are such that there exists a vector \( c \) for which

\[
g_v(c) < 0 \quad (v = 1, \ldots, M) \quad (2.30)
\]

This is Slater's regularity condition which is well-known in the theory of nonlinear programming. The conditions (2.29) have a simple meaning: if a certain constraint is not essential for the optimal vector \( c^* \), i.e., if \( g_v(c^*) < 0 \) for a certain \( v \), the corresponding \( \lambda_v = 0 \); if \( \lambda_v > 0 \), then \( \delta_v = g_v(c^*) = 0 \). Therefore, the Lagrange multipliers can be interpreted as certain estimates of the constraints (1.14) on the optimal value of the vector. It should be noticed that the Kuhn-Tucker theorem provides the necessary and sufficient conditions of optimality if the functionals \( f(c) \) and \( g_v(c) (v = 1, \ldots, M) \) are convex.

By applying the algorithms of optimization to (2.29), it is not difficult to obtain the following relationship:

\[
\begin{align*}
\mathbf{c}[n] &= \mathbf{c}[n-1] - \gamma[n]\nabla J(\mathbf{c}[n-1]) + G(\mathbf{c}[n-1])\lambda[n-1] \\
\lambda[n] &= \max\{0, \lambda[n-1] + \gamma_1[n]g(\mathbf{c}[n-1])\} \\
\lambda[0] &\geq 0
\end{align*}
\]

(2.31)

The block diagram of the system which corresponds to this algorithm is shown in Fig. 2.8. The half-wave rectifier in this scheme is introduced to realize the inequality constraints.

Fig. 2.8
2.10 The Method of Feasible Directions

In the preceding sections we have considered the algorithms which can be used to determine the vector \( c^* \) under the additional inequality or equality constraints. The optimal vector \( c^* \) and the optimal Lagrange multiplier \( \lambda^* \) are found by these methods. We can also use the idea of motion along the gradient in the solution of these problems. These methods are called the methods of feasible directions. Their essence consists in the following.

An arbitrary point \( c[n-1] \) is selected so that the constraint (1.14) is satisfied. For this point, we define a direction \( z[n-1] \) and a step of length \( \gamma[n] \) which makes the value of the functional smaller, but does not lead outside of the permissible region. The length of the step \( \gamma[n] \) is then determined, and thus a new value of the vector \( c[n] \) is found:

\[
c[n] = c[n-1] - \gamma[n]z[n-1]
\]  
(2.32)

The value of the functional at the new point \( c[n] \) must be smaller than at the preceding point:

\[
J(c[n]) < J(c[n-1])
\]  
(2.33)

Therefore, at each step the problem of determining the new value of the vector \( c[n] \) consists of two stages: first, the selection of the direction, and second, the length of the step in that direction.

In order to satisfy the inequality (2.33), the vector \( z \) has to form an oblique angle with the gradient of the functional at that point, i.e.,

\[
z^T[n-1]VJ(c[n-1]) > 0
\]  
(2.34)

A direction which satisfies (2.34) is called a feasible direction, which explains the name of the methods.

The length of the step \( \gamma[n] \) can be determined as in the case of the steepest descent method, i.e.,

\[
J(c[n-1] - \gamma[n]z[n-1]) = \min_{\gamma} J
\]  
(2.35)

Of course, we must not violate the constraints (1.14).

For some special cases, the methods of feasible directions can define the extremum in a finite number of steps. It should be noticed that many effective algorithms of mathematical programming (for instance, the simplex method in linear programming) can be treated as special cases of the methods of feasible directions.

2.11 Discussion

The algorithmic methods discussed thus far have a very simple everyday character. It is convenient to describe them by discussing the behavior of a
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speleologist who explores a desert and tries to find its lowest point. He can examine or follow the local character only in the vicinity of his present position. How should he behave under these conditions? Obviously, he has to determine the direction of the steepest descent (i.e., the direction of the gradient). Then, he has to move in that direction as long as it continues to descend. The points of rest are actually the local minima. If the equality constraints, i.e., narrow passages, exist, the speleologist has to follow them until he reaches the lowest point. If the inequality constraints exist, i.e., when the speleologist encounters a rock, he has to move around it to the place where all directions lead to the top.

Such behavior of the speleologist illustrates the basic idea of the gradient methods which is expressed in the algorithm of optimization. It must be emphasized that these methods have a local character. The speleologist who finds a certain low place in the desert cannot be certain that a lower place does not exist close by.

All the algorithms of optimization considered thus far are related to single-stage algorithms. They are described by a vector difference equation of the first order, and therefore they can be called the algorithms of the first order.

If the functional $J(c)$ has several extrema, the single-stage algorithms can determine only local extrema. In order to determine global extrema, we can try multistage algorithms of optimization:

$$c[n] = \sum_{m=1}^{s} \alpha_m c[n - m] - \sum_{m=1}^{s_1} \Gamma_m[n] \nabla J(c[n - m])$$  \hspace{1cm} (2.36)

or

$$c[n] = \sum_{m=1}^{s} \alpha_m c[n - m] - \Gamma[n] \nabla J\left(\sum_{m=1}^{s_1} \tilde{\alpha}_m c[n - m]\right)$$  \hspace{1cm} (2.37)

Algorithms (2.36) and (2.37) are closely related to each other; one is obtained from the other by a simple substitution of variables. In these algorithms, the coefficients $\alpha_m$ and $\tilde{\alpha}_m$ are not arbitrary but satisfy the conditions

$$\sum_{m=1}^{s} \alpha_m = 1 \hspace{1cm} \sum_{m=1}^{s_1} \tilde{\alpha}_m = 1$$ \hspace{1cm} (2.38)

which stem from the condition that $\nabla J(c^*) = 0$ when $c[n]$ is substituted by $c^*$. The structural schemes which realize algorithms (2.36) and (2.37) are shown in Figs. 2.9 and 2.10.
Multistage algorithms can be given not only in recursive form but also in the difference form. In order to accomplish this, it is sufficient to use the Gregory-Newton formula which is known in the theory of finite series:

$$c[n - m] = \sum_{\nu=0}^{m} (-1)^{\nu} \binom{m}{\nu} \Delta^\nu c[n - \nu]$$  \hspace{1cm} (2.39)

where it is assumed that $\Delta^0 c[n] = c[n]$. After a substitution of (2.39) into (2.36) and (2.37), we obtain

$$\sum_{m=0}^{s} \beta_m \Delta^m c[n - m] - \sum_{m=1}^{s} \Gamma_m[n] \nabla \binom{m}{1} \Delta^m c[n - \nu] = 0$$  \hspace{1cm} (2.40)

and

$$\sum_{m=1}^{s} \beta_m \Delta^m c[n - m] - \Gamma[n] \nabla \binom{s}{1} \Delta^m c[n - m] = 0$$  \hspace{1cm} (2.41)
Obviously, there is a definite relationship between the coefficients of the multistage algorithms in recursive form, i.e., \( \alpha_m \) and \( \tilde{\alpha}_m \), and in difference form, i.e., \( \beta_m \) and \( \tilde{\beta}_m \). We shall not write such a relationship, since we will not be using it.

We can obtain the single-stage algorithms from the multistage algorithms for \( s = s_1 = 1 \). If in (2.36) and (2.37) or (2.40) and (2.41) we replace \( \nabla J(c) \) by the estimates \( \hat{\nabla}_c J(c) \), defined in (2.20), or \( \hat{\nabla}_c J(c) \), we obtain the corresponding multistage search algorithms.

For a certain choice of the coefficients \( \alpha_m = \alpha_m[n] \) and the matrices \( \Gamma_m[n] \), the algorithms are not very sensitive on local extrema, and they also can be accelerated when there is only a single extremum \( c^* \) of the functional \( J(c) \). This is due to the memory for the past values of the vectors \( c[n-m] \) and the gradients \( \nabla J(c[n-m]) \), i.e., to a better extrapolation and filtering than in the case of single-stage algorithms.

A physical interpretation of such properties of the multistage algorithms of optimization will be given in the next section. Unfortunately, we still do not have a general method for selecting the coefficients \( \alpha_m \) and \( \Gamma_m[n] \).

### 2.13 Continuous Algorithms of Optimization

The continuous algorithms of optimization can be obtained by a limiting process from the difference equations describing the corresponding discrete algorithms of optimization discussed thus far. For instance, from (2.7) and (2.41) with \( s_1 = 1 \), we obtain the continuous algorithms of optimization after substituting the continuous time \( t \) for \( n \), and the derivatives for the differences. The single-stage algorithm is then defined by the equation

\[
\frac{dc(t)}{dt} = -\Gamma(t)\nabla J(c(t))
\]  
(2.42)

and the multistage algorithm by

\[
\sum_{m=0}^{s} \beta_m \frac{d^{s-m}c(t)}{dt^{s-m}} = -\Gamma(t)\nabla J(c(t))
\]  
(2.43)

Due to their nature, the continuous algorithms cannot be written in the recursive form. Only the differential and the integral forms can exist. We shall not write the integral forms which correspond to the differential forms (2.42) and (2.43).

Since the concept of a step for the continuous algorithms is meaningless, it is better to call them the algorithms of the first and the higher orders than the single-stage and multistage algorithms. The continuous algorithms can be realized on analog computers, and can be used in the solution of finite (algebraic, transcendental) equations. If the conditions of optimality are
considered as a system of finite equations, then many methods of solving finite equations can be considered as continuous algorithms of optimization.

In order to explain the properties of the algorithms of the higher order and give them a certain physical meaning, we consider the algorithm of optimization of the second order which is obtained from (2.43) for \( s = 2 \):

\[
\beta_0 \frac{d^2 c(t)}{dt^2} + \beta_1 \frac{dc(t)}{dt} + \Gamma(t)\nabla J(c(t)) = 0
\]  

(2.44)

If \( \beta_0 = 0 \) and \( \beta_1 = 1 \), we have an algorithm of the first order (2.42).

Equation (2.44) describes the motion of a body ("heavy ball") with mass \( a \), the coefficient of friction \( \beta_1 \), and the variable coefficient of elasticity \( \Gamma(t) \) in the potential field. By choosing the proper parameters \( (\beta_0, \beta_1) \), the "heavy ball" can on the one hand, jump over small local minima, and on the other hand, reach the global minimum faster. Of course, this conclusion is also valid for discrete multistage algorithms of optimization, but the physical interpretation is slightly different. The reader will probably not have any difficulties in obtaining the corresponding continuous search algorithms of adaptation.

### 2.14 Methods of Random Search

In all regular iterative methods of search for the minima of \( J(c) \), the current estimate \( c[n] \) of the parameter \( c \) is based on a step which is uniquely determined either by the value of the gradient \( \nabla J(c) \) for \( c = c[n] \), or by the value of the function \( J(c) \) alone.

In the methods of random search, a transition from \( c[n-1] \) to \( c[n] \) is based on a random step \( y \xi \), where \( \xi \) is the unit random vector which is uniformly distributed in an \( n \)-dimensional unit sphere and \( y \) is the length of the step. In this case

\[
c[n] = c[n-1] - y \xi[n] \quad \text{if} \quad J(c[n-1] - y \xi[n]) < J(c[n-1])
\]

\[
c[n] = c[n-1] \quad \text{if} \quad J(c[n-1] - y \xi[n]) \geq J(c[n-1])
\]  

(2.45)

There are many modifications of algorithm (2.45). In one algorithm the random step is performed only when \( J(c[n]) < J(c[n-1]) \). Otherwise, the system remains in the same state, \( c[n] = c[n-1] \). In another algorithm, the random step may be performed only when the preceding step was not successful, etc. Finally, if in the regular gradient algorithm the quantity \( y \) is random, we also obtain an algorithm of random search,

\[
c[n] = c[n-1] - y[n] \nabla J(c[n-1])
\]  

(2.46)

where \( y[n] \) is a realization of a random variable \( y \).
2.15 Convergence and Stability

It should be mentioned that a random step which does not depend on the absolute value of the gradient, or of the function, can help in evading certain shallow local extrema of the function.

2.15 Convergence and Stability

The algorithms of optimization can be realized only if they converge, i.e., if $c[n]$ in discrete algorithms and $c(t)$ in the continuous algorithms converge to the optimal value of the vector $c^*$. Therefore, it is very important to establish the conditions of convergence. Only under the conditions of guaranteed convergence can we consider applying the algorithms of optimization. Since each algorithm of optimization has its corresponding autonomous feedback system, the convergence of the algorithm, and thus its realizability, is equivalent to the stability of that autonomous system. During investigations of stability, we can use the methods which are sufficiently developed in mechanics and in the theory of automatic control.

We shall now present certain possibilities for investigating the stability of closed-loop discrete systems of special structure, and thus the convergence of the algorithms of optimization. First of all, we shall use an approach which is analogous to the one used in the theory of nonlinear systems, and which can be considered as a discrete analog of Lyapunov’s method.

Let us form the variational equation. We write

$$c[n] = c^* + \eta[n]$$

(2.47)

where $\eta[n]$ is the deviation from the optimal vector. By substituting this value into the recurrent form of the algorithm of optimization (2.4), it is simple to obtain

$$\eta[n] = \eta[n - 1] - \Gamma[n] \nabla J(c^* + \eta[n - 1])$$

(2.48)

This difference equation has a trivial solution $\eta = 0$, since by the definition of $c^*$, we have $\nabla J(c^*) = 0$. The stability of the trivial solution then corresponds to the convergence of the algorithm of optimization (2.4). As it is known, two types of stability are distinguished when all the coordinates of the vector $\eta[n]$ are small. One is the local stability, and the other is global stability (for any $\eta[n]$). In order to investigate the local stability, the gradient $\nabla J(c^* + \eta)$ must first be approximated by a linear function and the obtained linear difference equation is then tested for stability. When $\Gamma[n] = \text{const}$, i.e., in the stationary case, this problem is reduced to one of finding the conditions under which the roots of the characteristic equation lie within the unit circle. Since the linear approximation is only valid for sufficiently small values of $\eta[n]$, the “stability in small” corresponds to the convergence of the algorithms of optimization when the initial vector $\eta[0]$ belongs to a certain small sphere with
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an unknown center. This case is neither useful nor interesting. It is much more interesting to explore the stability for any initial conditions \( \eta[0] \), i.e., the "stability in large." This type of stability can be studied by a discrete analog of Lyapunov's second method.

Let us choose the norm of the vector \( \eta[0] \) to be a Lyapunov function:

\[
\mathcal{V}(\eta[n-1]) = \|\eta[n-1]\| \geq 0 \tag{2.49}
\]

According to (2.48), the first difference is

\[
\Delta \mathcal{V}(\eta[n-1]) = \mathcal{V}(\eta[n]) - \mathcal{V}(\eta[n-1]) = \|\eta[n-1] - \Gamma[n] \nabla J(\eta^* + \eta[n-1])\| - \|\eta[n-1]\| \tag{2.50}
\]

The condition of the stability in large requires the first difference to be negative. After some simple transformations, we obtain

\[
\|I - \Gamma[n]\Phi(\theta \eta^*)\| < 1 \tag{2.51}
\]

where \( I \) is a unit matrix, and

\[
\Phi(\theta \eta^*) = \left\| \frac{\partial^2 J(\theta \eta^*)}{\partial c_v \partial c_\mu} \right\| (v, \mu = 1, \ldots, N), 0 \leq \theta \leq 1 \tag{2.52}
\]

Here we have used the principle of contraction mapping which becomes identical to the direct method of Lyapunov when a stationary point is in the origin of the coordinate system.

The principle of contraction mapping can also be applied directly to the algorithm of optimization in the recursive form (2.4) for which the stationary point corresponds to the value of the optimal vector. Of course, we obtain the same results, but perhaps in a slightly different form. Generally speaking, the conditions obtained in this fashion are only sufficient.

2.16 The Conditions of Convergence

Let us decipher condition (2.51) for the simplest case of the stationary algorithm of optimization when \( \Gamma[n] = I \gamma \). We learn that it is equivalent to the following conditions:

(a) \( \gamma < \gamma_0 = \text{const} \)

(b) \( \eta^T \nabla J(\eta^* + \eta) > 0 \) when \( \varepsilon < \|\eta\| < 1/\varepsilon, \varepsilon > 0 \) \( (2.53) \)

(c) \( \|\nabla J(\varepsilon)\| \leq R\|\varepsilon\| \) when \( R = \text{const} \)

Condition (a) defines the maximal gain coefficient. A particular value \( \gamma \) depends on the selection of a norm. Condition (b) describes the behavior of the surface \( \nabla J(\varepsilon) = z \) in the neighborhood of \( \varepsilon^* \), which corresponds to the fact that the system has a negative feedback loop. Finally, condition (c) defines the variations of the norm of the gradient.
Is it necessary to mention that conditions (2.53) are actually the sufficient conditions for convergence? The conditions listed above guarantee the convergence for a sufficiently broad class of $\nabla J(c)$, for any value $c^*$ and for any initial conditions $c[0]$. If we limit ourselves only to finite values of $c[0]$, we can obtain various conditions of convergence for the iterative methods. Many such conditions can be found in the literature on computational mathematics.

In practical applications of the described methods we are faced with some definite difficulties; the expressions which describe the conditions of stability in small or in large always contain the unknown optimal vector $c^*$. In the classical theory of stability, it is always assumed that the value $c^*$ is a priori given, but here such an assumption is not justified, since the iterative algorithms are the tools for finding $c^*$. However, this difficulty can be overcome if we employ the concept of absolute stability which is broadly used by Lurie in control theory.

The conditions of absolute stability guarantee the convergence of the algorithms of optimization for any initial value $c[0]$ and any a priori unknown optimal vector $c^*$. We would prefer to call these conditions the conditions of absolute convergence, but we fear objections, since this term is already used in the theory of convergent series.

### 2.17 On Acceleration of Convergence

We have already mentioned in Section 2.12 that a transition to multistage algorithms can lead to an acceleration of convergence. We will now illustrate such a possibility in a very simple example. Let us consider algorithm (2.37) for $s = 1$, $s_1 = 2$ and $N = 1$. We shall specify

$$
\alpha_1 = 1 \quad \bar{\alpha}_1 = 1 - \alpha \quad \bar{\alpha}_2 = \alpha \quad 0 \leq \alpha \leq 1 \quad \Gamma[n] = Iy_0 \quad (2.54)
$$

Then

$$
c[n] = c[n - 1] - \gamma_0 \nabla J((1 - \alpha)c[n - 1] + \alpha c[n - 2]) \quad (2.55)
$$

where $\nabla J(\cdot) = dJ(\cdot)/dc$. For $\alpha = 0$, this algorithm is reduced to an ordinary algorithm of the type (2.4). The difference is that in (2.55) the argument is not simply $c[n - 1]$, but a weighted average of two preceding values, $c[n - 1]$ and $c[n - 2]$. If this weighted average is closer to the optimal value $c^*$ than $c[n - 1]$, the rate of convergence is increased. Such a situation indeed occurs when $c[n]$ converges to $c^*$ in an oscillatory fashion. By selecting a proper $\alpha = \alpha_n$ at each step, we can considerably accelerate the convergence. It is then obvious that $\alpha_n$ has to depend on the difference of $c[n]$. We can set

$$
\alpha_n \approx \frac{\Delta c[n - 1]}{\Delta^2 c[n - 2]} = \frac{c[n] - c[n - 1]}{c[n] - 2c[n - 1] + c[n - 2]} \quad (2.56)
$$
The structural scheme described by algorithm (2.55) is shown in Fig. 2.11. Its characteristic is that it has two loops, and that the gain coefficients depend upon the current and the preceding state. We could probably accelerate the convergence by varying $\gamma$ according to $\Delta c$.

2.18 On Best Algorithms

We have become familiar with the various algorithms of optimization. It is now natural to ask which algorithm we should consider to be the best for a given situation. An attempt to find the answer for a general case would be futile. However, if we specify the type of the algorithm (single-stage, discrete or continuous), the best algorithm is then found by selecting its parameters (for instance, in the case of algorithm (2.4), the matrices $\Gamma[n]$; and for algorithm (2.21), $\gamma[n]$ and $x[n]$). The specific choice of these parameters depends on our definition of the best algorithms. The parameters in the algorithms of relaxation and many gradient methods are optimal with respect to the pre-selected criteria. Therefore, we obtain the algorithms which are "locally" best at each step. Of course, this does not mean that the algorithm is the best overall.

The problem of designing the best algorithms of optimization is very similar to the problems of synthesis for discrete or continuous systems which realize these algorithms. Unfortunately, we cannot yet use the powerful apparatus of the theory of optimal systems for obtaining the best algorithms. This is due to the fact that in the modern theory of optimal systems it is assumed that the initial vector $c[0]$ and the final vector $c^*$ are known. In our case, $c^*$ is unknown, and moreover, our goal is to find $c^*$. Therefore, we are forced to consider only the "locally" best algorithms. In order to clearly explain what can be accomplished by following this route, we shall give a few examples.
2.19 Examples

If we ask that the algorithm minimizes a certain function of the error \( \eta[n] = c[n] - c^* \) at each step \( n \), the best algorithm of optimization can be obtained by using the well-known relaxation methods or the methods of steepest descent. The coefficient \( \gamma[n] = \gamma_{opt}[n] \) is then defined as the smallest positive root of the equation

\[
\frac{\partial}{\partial \gamma} J(c[n]) = \frac{\partial}{\partial \gamma} J(c[n-1] - \gamma \nabla J(c[n-1])) = 0 \quad (2.57)
\]

Unfortunately, we cannot use iterative methods to determine the optimal values of \( \gamma \) at each stage, since the algorithms for obtaining \( \gamma \) would also contain an unknown parameter which has to be chosen. Sometimes these difficulties can be bypassed by a judicious choice of \( \gamma \). For instance, \( \gamma \) can be changed until for a certain \( \gamma_1 \), the inequality

\[
J(c[n-1] - \gamma_1[n] \nabla J(c[n-1])) < J(c[n-1] - \gamma[n] \nabla J(c[n-1])) \quad (2.58)
\]

is violated. This approach is actually used in relaxation methods. Another possibility consists in defining \( \gamma \) for a linear approximation of (2.57). Then

\[
\gamma_{opt}[n] \approx \frac{\nabla^T J(c[n-1]) \nabla J(c[n-1])}{\nabla^T J(c[n-1]) \nabla^2 J(c[n-1]) \nabla J(c[n-1])} \quad (2.59)
\]

or, according to algorithm (2.7),

\[
\gamma_{opt}[n] \approx \frac{\Delta c^T [n-1] \Delta c[n-1]}{\Delta c^T [n-1] \Delta^2 c[n-1] \Delta c[n-1]} \quad (2.60)
\]

where \( \nabla^2 J(c) = \left[ \frac{\partial^2 J(c)}{\partial c_v \partial c_\mu} \right] (v, \mu = 1, \ldots, N) \) is a matrix of second derivatives.

It is more customary to consider minimization of a mean-square-error criterion in defining the best algorithm. Let us designate

\[
V^2[m] = \sum_{n=0}^{m} \| \eta[n] \|^2 \quad V^2[m-1] = \sum_{n=1}^{m} \| \eta[n-1] \|^2 \quad (2.61)
\]

where \( \| \eta \| \) is the euclidean norm of the vector \( \eta \). We shall set \( \Gamma[n] = I \gamma = \text{const} \) in the algorithm of optimization (2.48). Then, after taking the square of both sides in (2.48), and summing it in \( n \) from 1 to \( m \), we obtain

\[
V^2[m] = V^2[m-1] - 2 \gamma_0 \sum_{n=1}^{m} \eta^T[n-1] \nabla J(c^* + \eta[n-1])
+ \gamma_0^2 \sum_{n=1}^{m} \| \eta[n-1] \|^2 \frac{\| \nabla J(c^* + \eta[n-1]) \|^2}{\| \eta[n-1] \|^2} \quad (2.62)
\]
Let $VJ(c^* + \eta[n - 1])$ for any $c^*$ and $\eta$ satisfy the conditions
\[ 0 < A < \frac{\|VJ(c^* + \eta)\|}{\|\eta\|} < B \]  
(2.63)
\[ A\|\eta\|^2 \leq (\eta^T VJ(c^* + \eta)) \]
Then, by using the upper and lower bounds in (2.62), we obtain the inequality
\[ V^2[m] \leq V^2[m - 1](1 - 2\gamma_0 A + \gamma_0^2 B^2) \]  
(2.64)
The right-hand side of the inequality reaches a minimum for
\[ \gamma_0 = A/B^2 \]  
(2.65)
Therefore,
\[ V^2[m] \leq V^2[m - 1](1 - A^2/B^2) \]  
(2.66)
or
\[ V^2[m] \leq V^2[0](1 - A^2/B^2)^m \]  
(2.67)
Thus, for the best value of $\gamma$, an upper bound on $V^2[m]$ is minimized at each step. This approach is related to the optimization of automatic systems on the basis of Lyapunov's direct method.

### 2.20 Certain Problems

The most important problems faced in the development and application of the algorithms of optimization are to guarantee the convergence and to improve the methods of accelerating the convergence. We could perhaps accelerate the convergence if the computed values of $\gamma[n]$ are used to direct the variations in $c[n]$. It would be important to determine how $\gamma[n]$ should depend upon $c[n]$. It would also be very useful to develop a certain principle for a comparison of various optimization algorithms. This problem might be solved if we could find a general expression for the functional of the vector $c[n]$ such that its minimization would lead to a uniquely defined step $\gamma[n]$.

For an effective application of the multistage algorithms, it is important to find the rules for choosing their parameters. The question of optimal algorithms is still open, and we believe that it will stay open for a long time to come.

### 2.21 Conclusion

We have become acquainted with the various regular algorithms of optimization which eventually define the optimal vector with or without any
Constraints. The main efforts in the further development of these algorithms have to be directed toward an improvement of the rates of convergence. The algorithms should be capable of finding not only local but also global extrema.

Although the regular algorithms are important in themselves, we have studied them here only in order to provide certain guidelines for the development of the corresponding algorithms of adaptation. These algorithms have to replace the regular algorithms of optimization when we do not have sufficient a priori information.

COMMENTS

2.2 We use the vector description of the necessary conditions of an extremum (Lee, 1964).

2.3 The regular iterative method goes back to Cauchy. We shall resist the temptation to present the history of these methods and will only suggest the excellent article by Polyak (1963), and also the books on computational mathematics by Demidovich and Maron (1963) and Berezin and Zhidkov (1960). In these books, the traditional presentation of the iterative methods applicable to linear and nonlinear algebraic equations is presented. The book by Traub (1965) is especially devoted to the iterative methods, and the applications of these methods for the solution of boundary value problems is described in the book by Shimanskii (1966). See also the survey by Demyanov (1965).

2.4 The term digrator was proposed by I. L. Medvedev to describe a discrete integrator.

2.5 This generalization is most clearly described by Bingulac (1966).

2.6 A unique classification of the algorithms (or, as they are sometimes called, recursive schemes) does not exist. A very complete classification of the systems of linear algebraic equations is given in the book by Fadeev and Fadeeva (1963). The reader has perhaps noticed that we have not deviated much from such a classification. For the particular algorithms, see the book by Demidovich and Maron (1963). The relaxation algorithms are described in an interesting paper by Glazman (1964). (See also Glazman and Senchuk (1966).) It seems to us that the conjugate gradient methods have a great perspective (Mitter et al., 1966). A review of the iterative methods of solving functional equations is given in the paper by Kantorovich (1956).

2.7 The idea of search algorithms was originated by Germansky (1934). In the mathematical literature, similar search algorithms have not been given much attention. On synchronous detection, see books by Degtyarenko (1965) and Krasovskii (1963). In the latter book, the methods of obtaining the gradient using a synchronous detector or a correlator (using noise) are broadly employed.

2.8 See the book by Lee (1964). Other types of approaches for obtaining Lagrange multipliers can be found in the paper by Polyak (1963).

2.9 The inequality constraints were treated broadly in the literature on mathematical and, particularly, nonlinear programming. We recommend books by Arrow et al. (1958) and Künzi and Kreile (1965), and the paper by Levitin and Polyak (1966). In these works, the reader can find rigorous formulations of the Kuhn-Tucker theorem and Slater’s regularity
conditions. A very interesting approach to the solution of similar problems was developed by Dubovitskii and Milyutin (1965). The schemes which realize these algorithms with constraints were described by Dennis (1959).

2.10 The most complete exposition of the methods of feasible directions was given in the book by Zoutendijk (1960), who is the author of these methods.

2.11 We have paraphrased an example given by Lee (1964).

2.12 Here we have used the well-known relationship in the theory of finite differences (Tsypkin, 1963). Multistage algorithms were treated in a relatively small number of works, among which we recommend the paper by Polyak (1963).

2.13 On continuous algorithms, see the papers by Gavurin (1958, 1963), and also the paper by Abler and Abler (1966) devoted to mathematical questions. See also the papers by Ribasheov (1965a, b), which describe the applications of analog computers in the solution of finite difference equations. The idea of a “heavy ball” apparently belongs to Cumada (1961); see also the paper by Polyak (1963).

2.14 The methods of random search, at one time described by Ashby (1956), have been greatly developed in the numerous papers by Rastrigin, which have been collected in his book (Rastrigin, 1965). Certain applications of the method of random search in estimating linear decision rule were described by Wolff (1966). For further study, see also the papers by Matiash (1965) and Munson and Rubin (1959).

2.15 A presentation of the direct method of Lyapunov for discrete systems can be found in the book by Bromberg (1967), and in the paper by Kalman and Bertram (1960). Different formulations of the contraction mapping principle can be found in the books by Lyusternik and Sobolev (1961) and Krasnoselskii (1956).

2.16 On absolute stability, see the already classic book by Lurie (1957). Unfortunately, the conditions of almost certain convergence have not been given much attention in the literature. The conditions of convergence for the iterative methods in general have been treated in a considerably larger number of publications. We shall mention the books by Traub (1965) and Ostrowski (1960), and also a paper by Yakovlev (1965). In these, the reader can find a comprehensive bibliography on the convergence of iterative methods. See also the book by Mikhlin (1966).

2.17 This method of accelerating the convergence belongs to Wegstein (1958). It is also described in the book by Ledley (1962).

2.18 When the author was studying this question, he was very happy to find a reference to a paper by Bondarenko (1966) with a very promising title. However, after becoming familiar with the paper, he discovered that his hope to learn how to define the concept of the “best algorithm” was not justified.

2.19 On relaxation methods, see the papers by Glazman (1964), Lyubich (1966) and Tompkins (1956).

2.20 A survey of nonlocal methods of optimization and the ways of solving multiextremal problems can be found in the paper by Yudin (1965). An interesting method of solving multiextremal problems, the so-called method of “holes,” was proposed by Gelfand and Tsetlin (1962).
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ADAPTATION AND LEARNING
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3.1 Introduction

It is difficult to find more fashionable and attractive terms in the modern
theory of automatic control than the terms of adaptation and learning. At the
same time, it is not simple to find any other concepts which are less complex
and more vague.

We shall explore this vast and important area of automatic control theory
which only fifteen years ago was not even on the list of future problems in
control theory. Regardless of whether we like it or not, we must give some
working definitions of the terms which could be used in the formulation of the
problems of learning (training), self-learning and adaptation. As it was fre-
quently emphasized by academician A.A. Andronov, to have success in the
solution of new problems, “it is necessary to reconstruct the present mathe-
matical apparatus and discover a new mathematical apparatus which would
be adequate for the processes under consideration, and at the same time be
sufficiently efficient.” It was possible and convenient to select the probabilistic
iterative methods and, in particular, the stochastic approximation method.
As we shall see, a relatively small development of these methods, and a change
in the ideas for applications, give us a convenient mathematical apparatus for
the theory of adaptation and learning. Formally, this apparatus is similar to
the apparatus of the iterative method which was discussed in the preceding
chapter. This formal analogy serves its purpose; it permits us to explain the
generality and the differences between the regular and the adaptive approaches
in the solution of optimization problems. The purpose of this chapter is not to
examine the possibilities of solving various specific problems, but to develop a
3.2 Concepts of Learning, Self-Learning and Adaptation

There are many definitions of what should be considered under learning (training), self-learning and adaptation. Unfortunately, even in the case of automatic systems, such definitions are very contradictory. We shall not become involved with a comparative analysis and a critique of such definitions. This would take us slightly from our main course, and it is doubtful whether such a route would lead us to success. Instead, we shall attempt to give the definitions which are convenient for our purpose. Such definitions may also be criticized.

Under the term learning in a system, we shall consider a process of forcing the system to have a particular response to a specific input signal (action) by repeating the input signals and then correcting the system externally. Of course, it is assumed that the system is potentially "capable" of learning. An external correction (often called "reward" or "punishment") is performed by a "teacher" who knows the desired response on a particular external action (input signal). Therefore, during learning, a "teacher" provides the system with sufficient information regarding the correctness or incorrectness of its response.

Self-learning is learning without external corrections, i.e., without punishments or rewards. Any additional information regarding the correctness or incorrectness of the system's reaction is not given.

Adaptation is considered to be a process of modifying the parameters or the structure of the system and the control actions. The current information is used to obtain a definite (usually optimal) state of the system when the operating conditions are uncertain and time-varying.

Learning is sometimes identified with adaptation. There are many justifications for this, especially if a certain index of success in learning is introduced. However, we find it convenient to consider that learning is used in adaptation only to collect information about the state and the characteristics of the system which are necessary for optimal control under the conditions of uncertainty. When an initial uncertainty exists, it seems reasonable to try to reduce it by learning or self-learning during the process of control, and at the same time to use the collected information for an improvement of the performance index of control. Therefore, the most characteristic feature of adaptation is an accumulation and a slow usage of the current information to eliminate the uncertainty due to insufficient a priori information.
and for the purpose of optimizing a certain selected performance index.

The reader will perhaps notice that we identify adaptation with optimization under the conditions of insufficient a priori information.

### 3.3 Formulation of the Problem

Although the applications of the adaptive approach in the solution of optimization problems were already discussed in Chapter 2, it is useful to formulate the problem of adaptation from another viewpoint based on the definition given above. Let the criterion of optimality (performance index) be a functional of the vector \( \mathbf{c} \).

\[
J(\mathbf{c}) = M_{\mathbf{x}}\{Q(\mathbf{x}, \mathbf{c})\}
\]  

(3.1)

It is assumed that the explicit form of \( J(\mathbf{c}) \) is unknown. This means that the probability density function \( p(\mathbf{x}) \) is unknown, and that only the realization \( Q(\mathbf{x}, \mathbf{c}) \), which depends upon the stationary random processes or sequences \( \mathbf{x} \) and vector \( \mathbf{c} \), is known. We also assume here that the constraints of the first kind are included in the functional. The constraints of the second kind will be considered later.

Many possibilities are hidden under the innocent words "a functional is not explicitly known," or "an unknown probability density function." These possibilities include first, the deterministic processes which are not completely understood, and second, those random processes with unknown or partially known probability distributions. For instance, the type of distribution may be given, but some of the parameters are unknown. Finally, we may not know whether the processes are deterministic or stochastic. In all these cases, when sufficient a priori information does not exist, there is a need for adaptation.

Our problem is to determine the optimal vector \( \mathbf{c} \) which defines the extremum (and in order to be specific, let it be a minimum) of the functional (3.1). Obviously, the only possible way to solve this problem is related to the observations of the values \( \mathbf{x} \) and their processing. It is clear that the regular iterative algorithms are not convenient here. However, the ideas of iterative algorithms are adequate to solve the problems of learning and adaptation. They will also show us a way to solve the basic problems of modern automation.

### 3.4 Probabilistic Iterative Methods

Probabilistic iterative methods are closely related to stochastic approximation, which, regardless of the broad popularity in the literature on statistics, did not find applicable solutions to engineering problems for a long time. In order to present the idea of probabilistic iterative methods, we consider again the condition of optimality (2.2), which can be written for (3.1) as

\[
\nabla J(\mathbf{c}) = M_{\mathbf{x}}\{\nabla_{\mathbf{c}} Q(\mathbf{x}, \mathbf{c})\} = 0
\]  

(3.2)
3.4 Probabilistic Iterative Methods

where

$$V_e Q(x, c) = \left( \frac{\partial Q(x, c)}{\partial c_1}, \frac{\partial Q(x, c)}{\partial c_2}, \ldots, \frac{\partial Q(x, c)}{\partial c_N} \right)$$  \hspace{1cm} (3.3)

is the gradient of $Q(x, c)$ with respect to $c$.

In (3.2), we do not know the gradient of the functional, i.e., $V_e J(x)$, but we do know the realization $V_e Q(x, c)$. It appears that for a suitable choice of the matrix $\Gamma[n]$, we can use many different forms of the regular methods if we substitute the gradient of the functional $V_e J(c)$ by the sample values $V_e Q(x, c)$. In this lies the central idea of the probabilistic iterative methods. Therefore, the probabilistic algorithms of optimization, or briefly, the algorithms of adaptation, can be written in the recursive form:

$$c[n] = c[n-1] - \Gamma[n] V_e Q(x[n], c[n-1])$$  \hspace{1cm} (3.4)

The algorithm of adaptation can also be written in the difference form

$$\Delta c[n-1] = -\Gamma[n] V_e Q(x[n], c[n-1])$$  \hspace{1cm} (3.5)

or, in the sum form

$$c[n] = c[0] - \sum_{m=1}^{n} \Gamma(m) V_e Q(x[m], c[m-1])$$  \hspace{1cm} (3.6)

It is simple to see an analogy between the regular algorithms (2.4), (2.7), (2.8) and the probabilistic algorithms (3.4), (3.5), (3.6). But at the same time, they differ considerably, since for $c = c^*$,

$$V_e Q(x, c) \neq 0$$  \hspace{1cm} (3.7)

Due to this characteristic, we have to impose certain specific constraints on the character of $\Gamma[n]$ in order to ensure convergence. These constraints will be discussed below.

If we consider the algorithms of adaptation (3.4) and (3.5) as the equations of a certain discrete feedback system, we can obtain a block diagram (Fig. 3.1). This block diagram differs from the one which corresponds to the regular algorithm of optimization (Fig. 2.1), since the external action $x[n]$ exists at the
input of the functional transformer in addition to the action $c[n]$. In adaptation, we have a nonautonomous system which is receiving the information about the signal $x[n]$ from the external world. The processing of this current information can help to compensate for insufficient a priori information.

### 3.5 Algorithms of Adaptation

The simplest algorithms of adaptation correspond to a particular choice of $\Gamma[n]$ in the form of a diagonal matrix

$$
\Gamma[n] = \mathcal{A}\gamma[n] = \begin{pmatrix}
\gamma_1[n] & 0 & \cdots & 0 \\
0 & \gamma_2[n] & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \gamma_N[n]
\end{pmatrix}
$$

(3.8)

where $\mathcal{A}$ is an operator which transforms a vector into a diagonal matrix. In a special case of equal components of the vector $\gamma[n]$, the operation of $\mathcal{A}$ is identical to multiplication with the identity matrix, i.e., $\mathcal{A}\gamma[n] = \mathcal{I}\gamma[n]$. In this case, the algorithm can be written as

$$
c[n] = c[n - 1] - \gamma[n] \nabla_c Q(x[n], c[n - 1])
$$

(3.9)

or

$$
\Delta c[n - 1] = -\gamma[n] \nabla_c Q(x[n], c[n - 1])
$$

(3.10)

or, finally,

$$
c[n] = c[0] - \sum_{m=1}^{n} \gamma[m] \nabla_c Q(x[n], c[m - 1])
$$

(3.11)

It should be remembered that a choice of $\Gamma[n]$ in the form of a diagonal matrix very often permits an improvement in the properties of the algorithms of adaptation. A similar situation will be discussed in Section 3.15.

### 3.6 Search Algorithms of Adaptation

In the cases when for some reason it is not possible to obtain the gradient of the realization $\nabla_c Q(x, c)$, but the sample values of $Q(x, c)$ can be measured, the search algorithms of adaptation can provide help. Let us introduce the following notation, which is similar to (2.18):

$$
\begin{align*}
Q_+(x, c, a) &= (Q(x, c + ae_1), \ldots, Q(x, c + ae_N)) \\
Q_-(x, c, a) &= (Q(x, c - ae_1), \ldots, Q(x, c - ae_N)) \\
Q_0(x, c) &= (Q(x, c), \ldots, Q(x, c))
\end{align*}
$$

(3.12)
where $a$ is a scalar, and $e_i (i = 1, \ldots, N)$ are the basis vectors (2.19). As before, we shall estimate the gradient by the ratios

$$\frac{Q_+(x, c, a) - Q_-(x, c, a)}{2a} = \nabla_{c^x} Q(x, c, a)$$

(3.13)

or

$$\frac{Q_+(x, c, a) - Q_0(x, c)}{a} = \nabla_{c^x} Q(x, c, a)$$

$$\frac{Q_0(x, c) - Q_-(x, c, a)}{a} = \nabla_{c^x} Q(x, c, a)$$

(3.14)

which depends on the random vector $x$. The search algorithm of adaptation can then be given in the recursive vector form

$$c[n] = c[n - 1] - \gamma[n] \nabla_{c^x} Q(x[n], c[n - 1], a[n])$$

(3.15)

An estimate of the gradient can be obtained by using a synchronous detector. The block diagram of the corresponding extremal system is shown in Fig. 3.2. Here, we cannot select $a[n] = \text{const}$, since the additional generator of square search pulses becomes more complicated. The amplitudes of the pulses must vary according to a specific law. The role of the commutators remains the same. They serve for a sequential selection of the arguments $c \pm ae_k$ and the components $\nabla_{c^x} Q(x, c, a)$.

In the realization of the algorithms of adaptation, as it was mentioned in Chapter 2, it is useful to consider various algorithms of search which were developed in the theory of extremal systems.

Fig. 3.2
We shall assume that the constraints of the first kind are given as the equalities
\[ g(c) = M_x \{ h(x, c) \} = 0 \quad (3.16) \]
where the form of the vector function \( g(c) = (g_1(c), \ldots, g_M(c)) \) is unknown, and only the realization of the vector function \( h(x, c) \) is known. Although the problem of minimizing (3.1) under the constraints (3.16) was not studied in the literature, its solution is relatively simple.

As in the regular case (see Section 2.8), we form a new functional
\[ J(c, \lambda) = J(c) + \lambda^T g(c) \quad (3.17) \]
which is transformed into
\[ J(c, \lambda) = M_x \{ Q(x, c) + \lambda^T h(x, c) \} \quad (3.18) \]
by considering (3.1) and (3.16).

The problem now is to find the stationary point of the function \( J(c, \lambda) \) by using its sample values \( Q(x, c) + \lambda^T h(x, c) \). In order to do this, we apply the algorithm of adaptation (3.9) to (3.18). The algorithm of adaptation for such a case is then
\[
\begin{align*}
\epsilon[n] &= \epsilon[n-1] - \gamma[n] (V_c Q(x[n], c[n-1]) + H_c(x[n], c[n-1])\lambda[n-1]) \\
\lambda[n] &= \lambda[n-1] + \gamma_1[n] h(x[n], c[n-1]) \\
\end{align*}
\]
(3.19)

Here,
\[ H_c(x, c) = \left| \frac{\partial h_v(x, c)}{\partial c_\mu} \right| \quad (v = 1, \ldots, M; \mu = 1, \ldots, N) \quad (3.20) \]
is an \( N \times M \) matrix. Obviously, these algorithms also include the case when the constraints (3.16) are given in the explicit form, since we can always...
consider that $g(c) = M\{g(c)\}$ with $h$ and $H$ substituted by $g$ and $G$, respectively (see (2.18)).

The block diagram of the discrete system which corresponds to the algorithm of adaptation (3.19) is shown in Fig. 3.3. The scheme differs from the one shown in Fig. 3.1 by the presence of additional loops for the constraints.

### 3.8 Constraints II

For the constraints of the second kind, given as

$$g(c) = M_x\{h(x, c)\} \leq 0$$  \hspace{1cm} (3.21)

where the form of the vector function $g(c) = (g_1(c), \ldots, g_M(c))$ is unknown, the algorithms of adaptation require a generalization of the Kuhn-Tucker theorem. We shall first consider that $J(c)$ and $g(c)$ are known, and that $g(c)$ satisfies Slater’s condition (2.30). In this case, from the Kuhn-Tucker theorem (see Section 2.9),

$$\nabla J(c) + \lambda^T G(c) = 0$$

$$g(c) + \delta = 0$$

$$\lambda^T \delta = 0$$

$$\lambda \geq 0$$

$$\delta \geq 0$$  \hspace{1cm} (3.22)

By using (3.1) and (3.21), we obtain

$$M_x\{\nabla_c Q(x, c) + H_c(x, c)\lambda\} = 0$$

$$M_x\{h(x, c) + \delta\} = 0$$

$$\lambda^T \delta = 0$$

$$\lambda \geq 0$$

$$\delta \geq 0$$  \hspace{1cm} (3.23)

where $H_c(x, c)$ is defined in (3.20). Therefore, we have obtained the necessary conditions of optimality for the problem under consideration. Now by analogy to (3.19), we can write the following algorithm for finding $c^*$ and $\lambda^*$:

$$c[n] = c[n - 1] - \gamma[n]\nabla_c Q(x[n], c[n - 1]) + H_c(x[n], c[n - 1])\lambda[n - 1]$$

$$\lambda[n] = \max(0; \lambda[n - 1] + \gamma_1[n]h(x[n], c[n - 1]))$$

$$\lambda(0) \geq 0$$  \hspace{1cm} (3.24)
3.9 A Generalization

It could happen that the constraints given in the form of equalities are obtained in the process of averaging the function $h(y, c)$ of the process $x$, which does not depend on the random process $x$. It appears that this is not essential for obtaining the algorithms of adaptation. Actually, in this case

$$J(c, \lambda) = M_x \{Q(x, c)\} + \lambda^T M_y \{h(y, c)\}$$

(3.25)

can be written as

$$J(c, \lambda) = M_{xy} \{Q(x, c) + \lambda^T h(y, c)\}$$

(3.26)

where $Q(x, c) + \lambda^T h(y, c)$ corresponds to a random process with probability density function $p_1(x)p_2(y)$. This implies that the algorithm of adaptation for finding the maximum of the functional $J(x) = M_x \{Q(x, c)\}$ under the constraints $M_y \{h(y, c)\} = 0$ does not differ from the previously considered case (3.19).

It should be clear that the algorithms of adaptations are applicable in the case of inequality constraints.

3.10 Multistage Algorithms of Adaptation

As in the regular case, we can now construct multistage algorithms of adaptation which can serve as the means for finding the global minima. This class of algorithms can be written as
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c[n] = \sum_{m=1}^{s} \alpha_m[n]c[n - m] - \sum_{m=1}^{s_1} \gamma_m[n]V_cQ(Ax[n - m - 1], A_1c[n - m - 1])

(3.27)

They are different from the regular algorithms, since the random process can be transformed by a device which is characterized by an operator $A$. Moreover, even the variable can be transformed by an operator $A_1$, such that $A_1c^* = c^*$.

The block diagram of a discrete system which corresponds to the multistage algorithm of adaptation is presented in Fig. 3.5. The discrete filters and the transformers of information are now present in the nonautonomous system. The search algorithms of adaptation use an estimate $\hat{V}_{c^*}Q(\cdot)$ instead of the gradient $V_cQ(\cdot)$.

We expect a definite improvement from the multistage algorithms, since we believe that knowledge of the past makes us more certain of the future.

3.11 Continuous Algorithms

Continuous algorithms of adaptation can be obtained by a limiting process from the discrete algorithms of adaptation considered thus far. For instance, the continuous algorithm

$$\frac{dc(t)}{dt} = -\gamma(t) V_cQ(x(t), c(t))$$

(3.28)

corresponds to the discrete algorithm (3.10).

The continuous algorithms of adaptation represent the stochastic differential equations, since the right-hand side of (3.28) depends upon the random process $x(t)$.

In addition to the algorithms of adaptation of the first order, we can construct the algorithms of a higher order. Finally, it is not difficult to imagine the continuous search algorithms.

The continuous algorithms of adaptation can be easily realized by analog computers. The block diagrams of the corresponding continuous algorithms differ from the block diagrams of the discrete systems only by using the continuous integrators instead of the discrete integrators.

3.12 Probabilistic Convergence and Stability

The values of the gradient $V_cQ(x, c)$ and their estimates $\hat{V}_{c^*}Q(x, c, a)$, $\hat{V}_{c^-}Q(x, c, a)$, $\hat{V}_{c^-}Q(x, c, a)$, which depend on the random process $x$, appear in the algorithms of adaptation. Therefore, the vectors $c[n]$ are also random, and we cannot use the ordinary concepts of convergence which are well-known in mathematical analysis and which were used in Section 2.15. We must introduce new concepts of convergence, not in an ordinary sense, but in a stochastic one.

There are three basic types of convergence: convergence in probability, mean-square convergence, and convergence with probability one. A random
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vector \(c[n]\) converges in probability to \(c^*\) as \(n \to \infty\) if for any \(\varepsilon > 0\), the probability that the norm \(\|c[n] - c^*\|\) does not exceed \(\varepsilon\) converges to zero, or briefly, if

\[
\lim_{n \to \infty} P\{\|c[n] - c^*\| > \varepsilon\} = 0 \tag{3.29}
\]

Convergence in probability does not imply that every sequence \(c[n]\) of random vectors converges to \(c^*\) in the ordinary sense. Moreover, we cannot guarantee this for any vector.

A random vector \(c[n]\) converges to \(c^*\) in the mean-square sense as \(n \to \infty\) if the mathematical expectation of the square of the norm \(\|c[n] - c^*\|^2\) converges to zero, i.e., if

\[
\lim_{n \to \infty} M\{\|c[n] - c^*\|^2\} = 0 \tag{3.30}
\]

Convergence in the mean-square sense implies the convergence in probability, but it does not imply the ordinary convergence for any random vector \(c[n]\). Convergence in the mean-square sense is related to the investigations of the moments of the second order, which are easily computed and which also have a clear meaning in terms of energy. This can explain why such convergence is so extensively used in physics. However, they may not be satisfactory, since in both types of convergence, the probability that a given vector \(c[n]\) converges to \(c^*\) in an ordinary sense is zero. We always operate with the sample gradient \(\nabla_c Q(x[n], c[n])\) and the corresponding random vector \(c[n]\), and it is desirable that the limit exists for that particular sequence of random vectors \(c[n]\) \((n = 0, 1, 2, \ldots)\) which is actually observed, and not for a family of sequences which may never be observed.

This can be accomplished if we introduce the concept of almost sure convergence. Since \(c[n]\) is a random vector, we can consider the convergence of a sequence \(c[n]\) to \(c^*\) as a random event. The sequence of random vectors \(c[n]\) converges to \(c^*\) as \(n \to \infty\) almost certainly or with probability one, if the probability of ordinary convergence of \(c[n]\) to \(c^*\) is equal to one, i.e., if

\[
P\left(\lim_{n \to \infty} \|c[n] - c^*\| = 0\right) = 1 \tag{3.31}
\]

Therefore, by neglecting the set of sequences of random vectors with total probability equal to one, we have an ordinary convergence. Of course, the rate of convergence then depends on the particular sample sequence and it has a random character.

The convergence of the algorithms of adaptation is equivalent to the stability of the systems described by stochastic difference or differential equations. The stability of these systems must be considered in a probabilistic sense; in probability, in the mean-square sense and almost surely (or with probability one). Stochastic stability is a relatively new subject in the theory of stability, and it is now being intensively developed.
3.13 Conditions of Convergence

The convergence of the algorithms of adaptation or, equivalently, the stability of nonautonomous stochastic feedback systems is a basic problem in the realization of the algorithms of adaptation. At present we can state certain necessary and sufficient conditions for convergence. Let us consider an algorithm of adaptation given by (3.10):

\[ \Delta c[n-1] = -\gamma[n] V_c Q(x[n], c[n-1]) \]  

(3.32)

If \( c[n] \) is to converge to \( c^* \) almost surely, we must at least request that the right-hand side of (3.32) converges to zero as \( n \to \infty \), i.e.,

\[ \lim_{n \to \infty} \gamma[n] V_c Q(x[n], c[n-1]) = 0 \]  

(3.33)

for practically any \( x[n] \). In the general case, the gradient \( V_c Q(x, c) \), as we have already mentioned earlier (see condition (3.7)), is different from zero and thus it is necessary that \( \gamma[n] \) tends toward zero as \( n \) increases.

The sufficient conditions for convergence of the algorithms of adaptation can also be formulated. The algorithms of adaptation (3.9)-(3.11) converge almost surely if the following conditions are satisfied:

(a) \( \gamma[n] > 0 \quad \sum_{n=1}^{\infty} \gamma[n] = \infty \quad \sum_{n=1}^{\infty} \gamma^2[n] < \infty \)

(b) \( \inf_{|c-c^*|<L} M_x[(c-c^*)^T V_c Q(x, c)] > 0 \quad (\varepsilon > 0) \)  

(3.34)

(c) \( M_x[V_c^T Q(x, c)] V_c Q(x, c)] \leq \alpha(1 + c^T c) \quad (\alpha > 0) \)

These conditions have a very simple physical and geometric meaning. Condition (a) requires that the rate of decrease in \( \gamma[n] \) is such that the variance of the estimate of \( J(c) \) is reduced to zero. A sufficiently large number of data must be observed during the variations of \( \gamma[n] \) so that the law of large numbers is valid. Condition (b) defines the behavior of the surface \( M_x(V_c Q(x, c)) \) near zero, and thus the sign of the increments in \( c[n] \). Finally, condition (c) means that the mathematical expectation of the quadratic form \( M_x(V_c^T Q(x, c)) V_c Q(x, c)] \) has a rate of increase with \( c \) smaller than in a parabola of the second degree.

Naturally, for search algorithms of adaptation, there are some definite conditions imposed on \( a[n] \), and the form of the conditions is modified, since the gradient is not available. The search algorithms of adaptation (3.15) converge almost surely, and in the mean-square sense, when the following conditions are satisfied:

(a) \( \sum_{n=1}^{\infty} \gamma[n] = \infty \quad \sum_{n=1}^{\infty} \gamma[n] a[n] < \infty \quad \sum_{n=1}^{\infty} \left( \frac{\gamma[n]}{a[n]} \right)^2 < \infty \)
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\[(b) \quad (c - c^*)^T (Q_+(x, c, \varepsilon) - Q_-(x, c, \varepsilon)) \geq K \|c - c^*\| \|Q_+(x, c, \varepsilon) - Q_-(x, c, \varepsilon)\| \quad \text{(3.35)}\]

where \( \varepsilon > 0, \quad K > 1/\sqrt{2} \)

\[(c) \quad \|Q_+(x, c, a) - Q_-(x, c, a)\| \leq A \|c - c^*\| + B \]

These conditions have almost the same meaning as those considered above, and thus we shall not discuss them here.

The stochastic algorithms are very stable when noise is present. Random additive noise with a mean value equal to zero is averaged and it does not influence the result, i.e., the optimal vector \( c = c^* \).

If this noise does not exist, i.e., if its variance is equal to zero and for any \( x \)

\[\nabla_c Q(x, c^*) = 0 \quad \text{ (3.36)}\]

condition (3.33) is satisfied even for \( \gamma = \text{const} \) or for a \( \gamma \) which converges to a positive constant. In this case, in order to establish the maximal value \( \gamma_{\text{max}} \), we can use the same approach that was employed in the regular algorithms of optimization. For \( \gamma < \gamma_{\text{max}} \), we can almost surely obtain the convergence which is very close to the ordinary convergence.

The algorithms obtained in this case from (3.9) and (3.11) for \( \gamma[n] = \gamma_0 = \text{const} \) are not very stable under noisy conditions. When noise has a variance \( \sigma^2 \), the convergence does not exist in the sense discussed previously, although

\[\lim_{n \to \infty} M_x[\|c[n] - c^*\|^2] \leq \mu(\gamma_0, \sigma) \quad \text{(3.37)}\]

where \( \mu(\gamma_0, \sigma) \to 0 \) when \( \sigma^2 \to 0 \). In practice, we may accept a milder condition which, in a certain sense, corresponds to the nonasymptotic Lyapunov's stability. Analogous conditions of convergence are known also for continuous algorithms. However, we shall not state them here. Considering the great enthusiasm with which they are studied in the theory of stochastic stability, we may expect more general and simpler conditions of stability. Thus far, Dvoretzky's theorem and the theory of martingales are fundamental and play a basic role in the proofs of convergence of stochastic iterative methods.

3.14 Stopping Rules

In practical applications of the algorithms, it is important to know the number of steps, \( n \), after which the optimal vector \( c^* \) is determined with sufficient accuracy. There are special stopping rules for regular iterative methods which are based on the comparison of two last values \( c[n-1] \) and \( c[n] \). Such stopping rules can be applied for sufficiently large \( n \) even in the case of probabilistic iterative algorithms if the convergence with probability one is guaran-
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instead, but since the sequence \( \{c[n]\} = (c[0], c[1], \ldots) \) is random, such a rule needs an extremely large number of steps. Could we reduce this number of steps? The sequence \( \{c[n]\} \) is qualitatively depicted by a continuous curve in Fig. 3.6. It could be considered that the stopping rule defines the index \( n_0 \), after which the sequence \( \{c[n]\} \) has a stationary character.

In order to obtain a reliable \( n_0 \), we have to "smooth" the sequence in a certain way. One of many possible ways to do this is to use the running average

\[
\mathbf{m}_N[n] = \frac{1}{N} \sum_{k=n}^{n+N} c[k] \quad (n = 0, 1, 2, \ldots)
\]

(3.38)

If, starting from a certain index \( k_0 \), for all \( k \geq k_0 \),

\[
\|\mathbf{m}_N[kN] - \mathbf{m}_N[(k + 1)N]\| < \varepsilon
\]

(3.39)

where \( \varepsilon > 0 \) is a sufficiently small quantity, the index \( n_0 = k_0 N \) defines that instant of time for which

\[
M\{c[n_0]\} \approx c^*
\]

(3.40)

The smoothing of \( c[n] \) can be accomplished by a modified algorithm which is a special case of (3.27):

\[
c[n] = c[n - 1] - \gamma[n] \nabla_x Q(Ax[n], c[n - 1])
\]

(3.41)

where, for instance

\[
Ax[n] = \frac{1}{n} \sum_{m=0}^{n} x[m]
\]

(3.42)

or

\[
Ax[n] = \frac{1}{N} \sum_{m=-n}^{n+N} x[m]
\]

(3.43)

Here, the smoothing of \( c[n] \) is accomplished by a preprocessing of \( x[m] \).
3.15 Acceleration of Convergence

The effectiveness of the algorithms of adaptation first depends on their rate of convergence. By using the methods of functional analysis for estimating the convergence rate of iterative methods, we can establish that for $\gamma[n] = y_0 = \text{const}$ the rate of convergence is described by an exponential law, and for $\gamma[n] = d_0/n$, which satisfies (3.34), the rate of convergence is described by a polynomial law. Therefore, the rate of convergence for $\gamma[n] = d_0/n$ is slower than for $\gamma[n] = y_0$. This fact has a physical explanation: A constant feedback provides a faster response than a feedback diminishing in time. This implies that it is more convenient to use $\gamma[n] = y_0$ when there is no noise.

We can also increase the rate of convergence in the case when noise exists if we only vary $\gamma[n] = (\gamma_1[n], \ldots, \gamma_N[n])$ in a suitable fashion. This can be explained in the following way: The difference $\Delta c_v[n - 1]$ will have the same sign far from the optimal value $c^*$ regardless of noise. Close to the optimal value, the sign of this difference considerably depends upon noise. Therefore, the closeness to the optimum can be characterized by a number of changes in the sign of $\Delta c_v[n - 1]$ per unit of time. The value of $\gamma_v[n]$ should be changed only when this sign begins to vary frequently. In order to determine the difference $\Delta c_v[n - 1]$, it is necessary to perform two measurements. Therefore, $\gamma_v[0]$, $\gamma_v[1] (v = 1, \ldots, N)$ are chosen arbitrarily, but usually equal to one. The future variations are specified according to

$$\gamma_v[n] = \gamma_v[s[n]]$$

(3.44)

where $s[n]$ is an integer-valued function defined by

$$s[n] = 2 + n - \sum_{m=1}^{n} \text{sgn} \left[ \Delta c_v[m - 1], \Delta c_v[m - 2] \right]$$

(3.45)

with

$$\text{sgn} z = \begin{cases} 1 & \text{if } z \geq 0 \\ 0 & \text{if } z < 0 \end{cases}$$

(3.46)

The rate of convergence can also be improved by another approach. The successive values $\gamma_v[n]$ are chosen as in the relaxation method, i.e., by minimizing the gradient of the functional at each step. After each $c[n]$ is determined, we observe

$$v_r = Q(x[n], c[n - 1]) - raV_c Q(x[n], c[n - 1])$$

(3.47)

for a certain fixed $a$ until for $r = r_k$ the inequality $v_{r_{k+1}} > v_{r_k}$ is detected. Then,

$$\gamma[n] = r_k a$$

(3.48)

is selected. There are many other ways to increase the rate of convergence, but they are all very specific.
3.16 Measure of Quality for the Algorithms

The choice of $\gamma[n]$ considerably depends on the properties of the algorithms. There is a strong desire to select $\gamma[n]$ in such a way that not only the conditions of an almost certain convergence are satisfied, but also that the conditions under which our algorithm can be considered to be optimal are fulfilled.

Unfortunately, general methods of optimal control theory are not directly applicable to this type of problem. Although this narrows the possibility of discovering the theory of optimal algorithms, we should not stop trying. What kind of measure of quality can be used to evaluate whether a found algorithm is the best? Obviously, a measure of the quality of the algorithms has to depend on $n$, and it has to express the closeness of $c[n]$ to the optimal value $c^*$. The algorithm is then considered to be the best if it optimizes a measure of quality at each step $n$. Usually such an extremum corresponds to the minimum, since the proximity of $c[n]$ to $c^*$ is characterized by a certain generalized distance. Although a measure of quality of the algorithms is analogous to the performance indices of optimization, we emphasize its specific features by using a terminology which makes a distinction between the problems of optimizations solved by the algorithms, and the problems of selecting the best algorithms.

A very natural and traditional measure of the quality of the algorithms is the mean-square deviation of the current vector $c[n]$ from the unknown optimal vector $c^*$:

$$V^2[n] = M\{\|c[n] - c^*\|^2\}$$  \hspace{1cm} (3.49)

This measure of quality lies in the foundation of the classical Bayesian approach. A linear combination of the mean-square deviation of the current vector from the optimal vector and the mean-square value of the first difference of the current vector can serve as a generalization of the measure of quality (3.49):

$$V_g^2[n] = M\{\|c[n] - c^*\|^2\} + x[n]M\{\|c[n] - c[n-1]\|^2\}$$  \hspace{1cm} (3.50)

This measure of quality requires a definite "smoothness" in the variations of the current vector $c[n]$.

A slightly different measure of the quality of the algorithms is the performance index for the current values of the vector $c[n]$ ($n = 1, 2, \ldots$), i.e.,

$$J(c[n]) = M\{Q(x, c[n])\}$$  \hspace{1cm} (3.51)

We shall say that the functionals (3.49)–(3.51) are defined for the algorithms if the current values $c[n]$ in the measures of qualities are defined by the algorithms. Therefore, the problem of finding the best algorithms, for instance of the type (3.9), is reduced to one of finding such $\gamma[n] = \gamma_{\text{best}}[n]$ for which the corresponding functionals (3.49)–(3.51), defined over such algorithms, are minimized.
The functionals (3.49)-(3.51) give either exact or approximate expressions for \( \gamma[n] = \gamma_{\text{best}}[n] \) which always contain mathematical expectations of certain functions of \( x[n] \) and of the estimates \( c[n-1] \). Unfortunately, the distributions of \( x[n] \) and \( c[n-1] \) are unknown to us. Such a result is expected, since for the chosen functionals (3.49)-(3.51), we obtain Bayes estimates in the recursive form. In order to compute such estimates, we need sufficiently complete a priori information. This difficulty can be overcome if instead of the functionals based on mathematical expectation, we use empirical or sample mean values

\[
J_\delta(c[n]) = \frac{1}{n} \sum_{m=1}^{n} Q(x[m], c[n])
\]

which corresponds to a substitution of a true probability density function by an empirical one. Such functionals, as we shall see, lead to the expressions \( \gamma[n] = \gamma_{\text{best}}[n] \), which depend on the quantities that can be determined from \( x[n] \) and the estimates \( c[n] \). The substitution of the functional (3.51) by (3.52) corresponds to the proverb, "Лучше синицу в руки, чем журавля в небе."* But the situation is actually better in our case.

### 3.17 The Best Algorithms

Let us consider the algorithm

\[
c[n] = c[n-1] - \Gamma[n] \nabla_c Q(x[n], c[n-1])
\]

where

\[
\Gamma[n] = \mathcal{A} \gamma[n] = \begin{pmatrix}
\gamma_1[n] & 0 & \cdots & 0 \\
0 & \gamma^2[n] & \cdots & 0 \\
& \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \gamma_N[n]
\end{pmatrix}
\]

is a diagonal matrix, and \( \mathcal{A} \) is an operator which transforms the vector \( \gamma[n] \) into a diagonal matrix. Let us define the functional (3.52) over the algorithm (3.53). Then,

\[
J_\delta(c[n]) = \frac{1}{n} \sum_{m=1}^{n} Q(x[m], c[n-1]) - \mathcal{A} \gamma[n] \nabla_c Q(x[n], c[n-1])
\]

The condition of the minimum of this functional is written as

\[
\nabla_J J_\delta(c[n]) = -\mathcal{A} \nabla_c Q(x[n], c[n-1]) - \frac{1}{n} \sum_{m=1}^{n} \nabla_c Q(x[m], c[n-1]) = 0 \quad (n = 1, 2, \ldots)
\]

In a general case, the dependence of \( \nabla_c Q(\cdot) \) on \( c[n] \), and thus on \( \gamma[n] \), is nonlinear. Therefore, the equations (3.56) cannot be solved explicitly with re-

* "A feather in hand is better than a bird in air."
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The only way to find $\gamma[n]$ is to use the regular iterative algorithm

$$
\gamma[n, k] = \gamma[n, k - 1] - \gamma_0 \nabla \gamma[J_c[n - 1] - \mathcal{A} \gamma[n, k - 1] \nabla_c Q(x[n], c[n - 1])] \quad (n = 1, 2, \ldots) \tag{3.57}
$$

where $\gamma_0 = \text{const}$ and $n = \text{const}$ in the time interval between the $(n - 1)\text{st}$ and the $n$th step. This algorithm then determines $\gamma_{\text{best}}[n]$ as a value of $\gamma[n, k]$ for a large $k$. Of course the iterative procedure (3.57) has to be carried at a faster rate.

If we assume that the norm $\|\gamma[n]\|$ is small (according to (3.53), this is equivalent to the assumption that $\|c[n] - c[n - 1]\|$ is small), we can define $\gamma[n]$ approximately in an explicit form. Let the diagonal matrix $\mathcal{A} \nabla_c Q(\cdot)$ be nonsingular; then, considering only linear approximations, we write condition (3.56) approximately as

$$
\sum_{m=1}^{n} V_c Q(x[m], c[n - 1]) - \sum_{m=1}^{n} V_c^2 Q(x[m], c[n - 1])
\times \mathcal{A} \nabla_c Q(x[n], c[n - 1]) \gamma[n] \approx 0 \tag{3.58}
$$

Here,

$$
V_c^2 Q(x, c) = \left\| \frac{\partial^2 Q(x, c)}{\partial c_v \partial c_\mu} \right\| \quad (v, \mu = 1, \ldots, N)
$$

is the matrix of second derivatives.

Considering now that for any $n$ we want to have

$$
\sum_{m=1}^{n-1} V_c Q(x[m], c[n - 1]) = 0 \tag{3.59}
$$

we obtain from (3.58)

$$
\gamma_{\text{best}}[n] \approx \left[ \sum_{m=1}^{n} V_c^2 Q(x[m], c[n - 1]) \mathcal{A} \nabla_c Q(x[n], c[n - 1]) \right]^{-1}
\times \nabla_c Q(x[n], c[n - 1]) \tag{3.60}
$$

Using the inverse of the product of two matrices, we write (3.60) as

$$
\gamma_{\text{best}}[n] \approx [\mathcal{A} \nabla_c Q(x[n], c[n - 1])]^{-1} \left[ \sum_{m=1}^{n} V_c^2 Q(x[m], c[n - 1]) \right]^{-1}
\times \nabla_c Q(x[n], c[n - 1]) \tag{3.61}
$$

We can now determine $\Gamma_{\text{best}}[n] = \mathcal{A} \gamma_{\text{best}}[n]$ according to (3.54), and then the algorithm (3.53) which corresponds to this matrix has the form

$$
c[n] = c[n - 1] - \left[ \sum_{m=1}^{n} V_c^2 Q(x[m], c[n - 1]) \right]^{-1} V_c Q(x[n], c[n - 1]) \tag{3.62}
$$

Since this algorithm is only correct for small $\|c[n] - c[n - 1]\|$, it is appropriate to call it only an approximately optimal algorithm. We can define
(in a similar manner) the best continuous algorithms. It is interesting to note that the constraints (small \(\gamma\)) which offered us only approximately best algorithms do not exist in the case of the best continuous algorithms.

### 3.18 Simplified Best Algorithms

Frequently, the expression \(\Gamma_{\text{best}}[n] = \mathcal{A}_{\gamma_{\text{best}}[n]}\) is very complex, and this can cause certain difficulties. We can then pose the problem of finding the best algorithms in which the diagonal matrix \(\Gamma[n]\) is replaced by a single scalar quantity \(\gamma[n]\). In this case, \(\gamma_{\text{best}}[n]\) will be found by the steepest descent method discussed in Section 2.19. Instead of (3.56), we obtain

\[
\frac{dJ_{e}(c[n])}{d\gamma[n]} = -\nabla_{e}^{T}Q(x[n], c[n] - c[n-1]) - \gamma[n]\nabla_{e}Q(x[n], c[n] - c[n-1]) = 0 \quad (3.63)
\]

and for small \(\|c[n] - c[n-1]\|\),

\[
\gamma_{\text{best}}[n] \approx \frac{\nabla_{e}^{T}Q(x[n], c[n] - c[n-1]) \sum_{m=1}^{n} \nabla_{e}Q(x[m], c[n] - c[n-1])}{\nabla_{e}^{T}Q(x[n], c[n] - c[n-1]) \sum_{m=1}^{n} \nabla_{e}^{2}Q(x[m], c[n] - c[n-1])\nabla_{e}Q(x[n], c[n] - c[n-1])} \quad (3.64)
\]

We shall now consider one more method of obtaining a simplified approximately best algorithm for which it is not necessary that \(\|\Delta c[n-1]\| = \|c[n] - c[n-1]\|\) is small. The measure of quality of the algorithms is chosen in the form of the functional (3.49). Using \(\eta[n] = c[n] - c^*\), we write the algorithm (3.53) in which the diagonal matrix is replaced by a scalar:

\[
\eta[n] = \eta[n-1] - \gamma[n]\nabla_{e}Q(x[n], c^* + \eta[n-1]) \quad (3.65)
\]

Let us now find the mathematical expectation of the euclidean norm

\[
M\{\|\eta[n]\|^2 | \eta[n-1]\} = \|\eta[n-1]\|^2 - 2\gamma[n]\eta^T[n-1]M_{x}\{\nabla_{e}Q(x[n], c^* + \eta[n-1])\} + \gamma^2[n] M\{\|\nabla_{e}Q(x[n], c^* + \eta[n-1])\|^2\} \quad (3.66)
\]

Let us assume now that for all

\[
\|M\{\nabla_{e}Q(x[n], c^* + \eta[n-1])\}\| \leq k_1\|\eta[n-1]\| \quad (3.67)
\]

\[
k_0\|\eta[n-1]\|^2 \leq \eta^T[n-1]M\{\nabla_{e}Q(x[n], c^* + \eta[n-1])\} \quad (3.67)
\]

Then, by considering the condition

\[
M\{\|\nabla_{e}Q(x[n], c^* + \eta[n-1])\|^2\} = \|M\{\nabla_{e}Q(x[n], c^* + \eta[n-1])\}\|^2 + \sigma^2 \quad (3.68)
\]
and substituting the estimates (3.67) in (3.66), we obtain

\[ M\{\|n[n]\|^2 | n[n-1]\} \leq \|n[n-1]\|^2 \{1 - 2k_0 \gamma[n] + k_1^2 \gamma^2[n]\} + \gamma^2[n] \sigma^2 \]  

(3.69)

In order to find the unconditional mathematical expectation of (3.49), we average (3.69) for given \( \eta[n-1] \). Using notation (3.49), we obtain

\[ \bar{V}^2[n] \leq \bar{V}^2[n-1] \{1 - 2k_0 \gamma[n] + k_1^2 \gamma^2[n]\} + \gamma^2[n] \sigma^2 \]  

(3.70)

We can now find the optimal value \( \gamma[n] \). By differentiating the right-hand side of (3.70) with respect to \( \gamma[n] \), and then setting the result equal to zero, we obtain

\[ \gamma_{\text{best}}[n] = \frac{k_0 \bar{V}^2[n-1]}{k_1^2 \bar{V}^2[n-1] + \sigma^2} \]  

(3.71)

Obviously, the obtained value, \( \gamma_{\text{best}} \), indicates what can be achieved in a general case for an arbitrary norm \( \|e[n] - e[n-1]\| \) and when there is no information about probability density functions. By replacing \( \gamma_{\text{best}}[n] \) in (3.70), we have

\[ \bar{V}^2[n] \leq \bar{V}^2[n-1] \left(1 - \frac{k_0^2 \bar{V}^2[n-1]}{k_1^2 \bar{V}^2[n-1] + \sigma^2}\right) \]  

(3.72)

From here, we can determine the number of steps after which \( \bar{V}^2[n]/\bar{V}^2[0] \) reaches a certain sufficiently small value,

\[ n_o \approx \frac{\sigma^2 + k_0^2 \bar{V}^2[0]}{k_1^2 \bar{V}^2[n]} \]  

(3.73)

### 3.19 A Special Case

In the special case when \( k_0 = k = 1 \), which corresponds to the linear dependence of \( \nabla_c Q(x[n], e^* + \eta[n-1]) \) on \( \eta[n-1] \), and when the inequalities (3.67) are replaced by equalities, we have, from (3.71) and (3.72),

\[ \gamma_{\text{best}}[n] = \frac{\bar{V}^2[n-1]}{\bar{V}^2[n-1] + \sigma^2} \]  

(3.74)

\[ \bar{V}^2[n] = \frac{\bar{V}^2[n-1] \sigma^2}{\bar{V}^2[n-1] + \sigma^2} \]  

We can easily determine from (3.74) that

\[ \gamma_{\text{best}}[n] = \frac{1}{n + \bar{V}^2[0]}, \quad \bar{V}^2[n] = \frac{\sigma^2}{n + \bar{V}^2[0]} \]  

(3.75)

If there is no a priori information about the initial mean-square deviation, we can assume that \( \bar{V}^2[0] \) is equal to infinity, and then
3.21 Relationship to the Bayesian Approach

\[\gamma_{best}[n] = \frac{1}{n} \quad \bar{\gamma}^2[n] = \frac{\sigma^2}{n}\]  

(3.76)

This is a well-known result for the linear estimates of \(\mathbf{c}^*\).

3.20 Relationship to the Least-Square Method

If \(Q(x, c)\) is a quadratic function of \(c\), for instance,

\[Q(x, c) = (y - c^T \phi(x))^2\]

the substitution of (3.56) by (3.58) will not be approximate but exact. This means that the expression for \(\gamma_{best}[n]\) in (3.61) is exact, and in this case it becomes

\[\gamma_{best}[n] = \left[\Phi \phi(x[n])\right]^{-1} \left[\sum_{m=1}^{n} \phi(x[m]) \phi^T(x[m])\right]^{-1} \phi(x[n])\]  

(3.77)

Algorithm (3.53) then has the form

\[c[n] = c[n-1] + K[n](y[n] - c^T[n-1] \phi(x[n])) \phi(x[n])\]  

(3.78)

where

\[K[n] = \left[\sum_{m=1}^{n} \phi(x[m]) \phi^T(x[m])\right]^{-1}\]  

(3.79)

is Kalman's matrix, which can be computed by a recursive formula of the least-square method. At each stage \(n\) we obtain the best estimate of \(\mathbf{c}^*\) in the least-square sense. This is accomplished for the cost of tedious computations in (3.77). If we assume that \(\phi_v(x[m]) (v = 1, \ldots, N)\) are independent, (3.77) is simplified, and

\[\gamma_{best}[n] = \left(\frac{1}{\sum_{m=1}^{n} \phi_1^2(x[m])}, \frac{1}{\sum_{m=1}^{n} \phi_2^2(x[m])}, \ldots, \frac{1}{\sum_{m=1}^{n} \phi_N^2(x[m])}\right)\]  

(3.80)

In this case, we naturally have a simpler algorithm.

The best or the approximately best algorithms are suitable for those cases when there is finite number of data.

3.21 Relationship to the Bayesian Approach

For a finite number of observations, the Bayesian method provides the best estimate of the optimal vector \(\mathbf{c}^*\) by minimizing a certain loss function. This is accomplished by using the complete a priori information about the probability density functions, and unfortunately by very tedious computations.
For a particular class of probability distributions, the criterion of optimality can be written in the form of the sample mean

\[ J(c[n]) = M\{Q(x, c[n]) \mid x[1], \ldots, x[n]\} = \frac{1}{n} \sum_{m=1}^{n} Q(x[m], c[n]) \]  

(3.81)

This equality is correct for exponential distributions in particular.

Therefore, the algorithm of adaptation (3.62) simultaneously minimizes the conditional expectation (3.81), and thus it is approximately the best algorithm. If \( Q(x, c) \) is a quadratic function of \( c \), the algorithm is the best without any approximations. It could then be concluded that for a special choice of \( \gamma[n] \) the probabilistic iterative algorithms give the same results as the Bayesian algorithm in the case of the quadratic loss functions. The value of \( \gamma_{\text{best}}[n] \) depends upon the available vectors \( x[1], x[2], \ldots, x[n] \). It should be noted that for a vector of large dimensions the computational difficulties are such that even modern digital computers cannot handle them.

However, the problem can be solved by using the probabilistic iterative algorithms between two successive samples with \( \gamma[n, k] \) of the type \( a/k \). The infinite number of samples necessary for such algorithms is substituted by a periodic repetition of the finite number of already observed samples. In such a case the iterative probabilistic algorithms give the same best estimate for \( \gamma[n] = \gamma_{\text{best}}[n] \). Of course, this periodization has to be carried at a faster rate so that we can define an estimate \( c[n] \) within every interval between the \((n - 1)\)st and the \( n \)th observation.

### 3.22 Relationship to the Maximum Likelihood Method

The maximum likelihood method is widely used in statistics. This method is based on a belief that the best estimate has to give the highest probability to the samples actually observed during the experiment.

Let \( x[n] \) be a sequence of independent random variables with identical probability density function \( p(x[n], c) \), where \( c \) is a vector parameter which has to be estimated. The likelihood function is defined as a function of the vector \( c \) which is obtained from the joint distribution of the samples \( x[m] \) \((m = 1, \ldots, n)\):

\[ L(x, c) = \prod_{m=1}^{n} p(x[m], c) \]  

(3.82)

The estimate \( c^* \) is found from the condition satisfied by the maximum of the likelihood function with respect to the parameter \( c \):

\[ \nabla_c L(x, c) = 0 \]  

(3.83)
3.22 Relationship to the Maximum Likelihood Method

Frequently, instead of the likelihood function \( L(x, c) \), we use \( \log L(x, c) \). Condition (3.83) is then replaced by

\[
\nabla_c \log L(x, c) = \sum_{m=1}^{n} \nabla_c \log p(x[m], c) = 0 \tag{3.84}
\]

and the problem is to determine the real roots of equation (3.83) or (3.84), which are the sought estimates. This can be achieved with the help of the regular iterative methods. But if the likelihood function is varying with the number of observations, it appears that it is more convenient to use the probabilistic iterative methods.

Let us write (3.84) as

\[
\frac{1}{n} \sum_{m=1}^{n} \nabla_c \log p(x[m], c) = 0 \tag{3.85}
\]

It is assumed that all the conditions under which (3.81) can be used are satisfied. Equation (3.85) can then be written as

\[
M\{\nabla_c \log p(x, c) \mid x[1], \ldots, x[n]\} = 0 \tag{3.86}
\]

The algorithm

\[
c[n] = c[n-1] + \gamma[n] \nabla_c \log p(x[n], c[n-1]) \tag{3.87}
\]

can now be used. This algorithm can also be obtained by slightly different considerations. For instance, let us observe the mathematical expectation

\[
M\{\nabla_c \log p(x, c)\} = \int_{x} \nabla_c p(x, c) \frac{1}{p(x, c)} p(x, c) \, dx \tag{3.88}
\]

It is assumed here that the observed samples belong to the population with the distribution \( p(x, c^*) \). After obvious transformations from (3.88), we obtain for \( c = c^* \),

\[
M\{\nabla \log p(x, c)\} = \nabla \int_{x} p(x, c) \, dx = 0 \tag{3.89}
\]

since

\[
\int_{x} p(x, c) \, dx = 1 \tag{3.90}
\]

Therefore, the mathematical expectation of \( \nabla \log p(x, c) \) is equal to zero for \( c = c^* \). We can now conclude that the algorithm for estimating \( c^* \) has the form (3.87). For a suitable choice of \( \gamma[n] \), we can obtain an unbiased, asymptotically unbiased and asymptotically efficient estimate.
3.23 Discussion

The problem of selecting the best algorithms is related to the solution of optimization problems, but it also has some special characteristics. We are not interested in the intermediate values of the vector $c[n]$ defined by the algorithm, as long as it lies within the acceptable limits. We would also be completely satisfied if the algorithm defined the optimal vector with a prespecified accuracy in the smallest number of steps, i.e., in the shortest time. But what can we do with such a measure of the quality of the algorithms? It appears that the minimum-time algorithms cannot be realized. Therefore, we have to be satisfied with the best algorithms which minimize certain empirical functionals.

If the gradient of realization $V_e Q(x, c)$ is a linear function of $c$, the best algorithms are found without any difficulties (see, for instance, Section 3.9). In any other case, we can find only the approximately best algorithms on the basis of linear approximations (see, for instance, Section 3.18). In obtaining the best algorithms, it is profitable to use the results of statistical decision theory, conditional Markov chains, etc. It should also be emphasized that a substitution of a nonlinear problem by a linear approximation leads to the results which are accurate only for small deviations $\|c[n] - c[n - 1]\|$. Such algorithms do not necessarily converge. It is then natural to ask whether it is worthwhile to consider the optimization of linearized processes, and if it is, then in what cases?

But even if we could find the best algorithms in the general form, their realization would be so complex that we would reject it. Therefore, the role of the optimal algorithms should not be overemphasized. A similar conclusion was reached in the theory of optimal systems where the optimal algorithms are only used to evaluate simplified but realizable algorithms. From this point of view, the studies of different simplified optimal algorithms which can be used in the time interval between two successive observed samples are of interest. In the following chapters we shall not emphasize the optimal algorithms. Using the results presented above, the reader can determine the best or the approximately best algorithms when they are needed.

3.24 Certain Problems

An important problem in the development of the algorithms of adaptation is the problem of formulating and constructing the best algorithms of adaptation. Since time is important in adaptation, the main efforts should be directed to the algorithms of adaptation with the fastest rate of convergence.

The adaptation time can be reduced if we do not ask for an almost certain convergence "into a point," but rather, "into a region."

$$P\left(\lim_{n\to\infty} \|c[n] - c^*\| \leq \varepsilon\right) = 1$$

(3.91)
We can ask for the minimum of the expected value of the number of steps after which the estimate of $c^*$ falls into a desired region.

An explanation of the conditions of almost certain convergence into a region would be of great interest, especially in the case of the multistage algorithms. Finally, a further reduction in the adaptation time can probably be achieved on the basis of the rules which define the moment when the algorithm becomes stationary. It would be important to establish similar rules.

In order to broaden the class of the problems under consideration, it would be very desirable to develop and apply the apparatus of linear and nonlinear programming in the cases when the functionals and the constraints are not given in explicit form.

It would be useful to develop the algorithms of adaptation on the basis of the methods of feasible directions and random search.

### 3.25 Conclusion

We have become familiar with the probabilistic iterative methods, and in particular with the stochastic approximation method, which lie in the foundation of the developed concepts of adaptation and learning in automatic systems. These methods are employed in the construction of various algorithms of adaptation which use the observed samples to minimize the functionals which are not explicitly defined. The fact that we need time to determine the minimum of the functional or the optimal vector $c^*$ is sad, but unavoidable—it is a cost that we have to pay in order to solve a complex problem in the presence of uncertainty. At this point, one should remember the regular algorithms for minimization of known functionals which also require time for convergence.

From the presented ideas, it could be concluded that adaptation and learning are characterized by a sequential gathering of information and the usage of current information to eliminate the uncertainty created by insufficient a priori information.

It is now time to show that the presented concepts of adaptation and learning allow us to consider different problems from a certain general viewpoint which not only unifies them, but also provides an effective method for their solution. This is the purpose of the remaining chapters of the book.

### COMMENTS

3.2 At the present time, there is no shortage of definitions describing the terms learning and adaptation (Bush and Mosteller, 1955; Pask, 1962, 1963; Zadeh, 1963; Gibson, 1962; Sklansky, 1964, 1965, 1966; Jacobs, 1964; Feldbaum, 1964; etc.). The author found it much easier to create one more definition than to try to unify and apply the definitions that are widely scattered in the literature.
3.4 The basic idea of the stochastic approximation method was apparently born long ago, but it was first formulated in a clear and understandable way by Robbins and Monro (1951). They have indicated an iterative procedure (which uses sample realizations) for finding the roots of the regression equation. This procedure was actually a stochastic variant of the iterative procedure of von Mises and Pollaczek-Geiringer (1929). The work by Robbins and Monro has caused an avalanche of studies developing the idea.

Wolfowitz (1952) has relaxed the conditions of convergence. Callianpur (1954) and Blum (1954a) have independently shown, under even less strict conditions than those by Wolfowitz (1952), that the Robbins-Monro procedure converges not only in probability, but also with probability one. The Robbins-Monro procedure was generalized by Dvoretzky (1956). A simpler proof of this generalized procedure was given by Wolfowitz (1952) and Derman and Sacks (1959). A modification of this procedure, which consists in the selection of $x[n]$, was proposed by Friedman (1963). The iterative procedure was generalized to the multidimensional case by Blum (1954a). A simple and clear proof of convergence for the multidimensional procedure was given by Gladishev (1965). For the linear regression functions, the modified procedure described by Dupač (1958) seems to be convenient.

Asymptotic properties of the iterative procedure are explained by Schmetterer (1953), Chung (1954) and Gladishev (1965), and, in the case of the linear regression function, by Hodges and Lehman (1956). Krasulina (1962a, b) discovered a relationship between the iterative procedure of Blum (1954a) and the generalized iterative procedure of Dvoretzky (1956), and presented a brief survey of the stochastic approximation methods.

The Robbins-Monro procedure was mentioned in the book by van der Waerden (1957), but a systematic presentation can be found in the book by Wetherill (1966). The papers by Gutman and Gutman (1959) in biometrics and Cochran and Davis (1965) in biology are a few of the publications about various applications of the Robbins-Monro procedure which fall outside the area of our interest.

A comparison of various methods of optimization in the presence of noise was performed by Gurin (1966a, b) and Movshovich (1966). See also the paper by Hasminskii (1965). Comprehensive surveys of the basic results of the stochastic approximation method were given by Derman (1956a), Schmetterer (1954b) and Loginov (1966).

3.6 In 1952, the idea of stochastic approximation was extended by Kiefer and Wolfowitz (1952) to the case of finding an extremum of the regression function. This was the first probabilistic search algorithm which was a variation on the search iterative procedure proposed by Germansky (1934). The convergence of the Kiefer-Wolfowitz search procedure with probability one was proved by Blum (1954a) and Burkholder (1956). There are many different generalizations for the multidimensional case (see the publications by Blum (1954b) and Gray (1964)). The asymptotic properties of the Kiefer-Wolfowitz procedure were studied by Derman (1956a), Dupač (1957) and Sacks (1958). The surveys mentioned above (Derman, 1956b; Schmetterer, 1953; and Loginov, 1966) also devote much attention to the Kiefer-Wolfowitz procedure.

Dvoretzky (1956) has shown that the Robbins-Monro and the Kiefer-Wolfowitz procedures are the special cases of a general procedure proposed by him. A generalization of Dvoretzky's procedure for the case of finite euclidean spaces is given by Derman and Sacks (1959) and for the case of Hilbert spaces by Schmetterer (1953). Recently, all these results were generalized by Venter (1966).

3.8 The questions regarding the convergence of the algorithms of adaptation under the inequality constraints are not yet completely answered.

3.9 Ya.I. Hurgin has pointed out to us the possibility of such a generalization.
3.11 The continuous algorithms have been thoroughly studied by Spáček and his students. The results of the studies in this direction for the algorithms without search are presented in the publications by Driml and Nedoma (1959), Driml and Haná (1959b) and Haná and Spáček (1959). Sakrison (1964) has described the search algorithms.

3.12 Rigorous formulations of various types of convergence are presented in the book by Loëv (1955); see also the book by Middleton (1960).

3.13 The conditions of convergence, which can be obtained on the basis of the stochastic approximation results listed above, are presented here. It would be very interesting to obtain the conditions of convergence as a special case of the conditions of stability for the stochastic systems. This problem was treated in the publications by Katz and Krasovskii (1960), Hasminskii (1962) and Kushner (1965).

Inequality (3.37) was obtained by Comer (1964). An explicit expression for $\eta$ is given in his paper.

3.15 The described methods of accelerating the convergence were proposed by Kesten (1958) and Fabian (1960). See also the book by Wilde (1964).

3.16 The measure of quality of the algorithms similar to (3.49) was used by Dvoretzky (1956) and by Nikolic and Fu (1966) for obtaining the best algorithms for estimating the mean value.

3.17 The best value $\gamma[n]$ for the scalar case was obtained on the basis of different considerations by Stratonovich (1968).

3.18 The conditions (3.70)–(3.72) for a special case of $k_0 = k_1 = 1$ were obtained by Kirvaitis and Fu (1966).

3.19 The considerations presented here are the developments of an idea due to Dvoretzky (1956). See also the paper by Block (1957). These ideas were applied by Pervozvanskii (1965) in the selection of the optimal step for the simplest impulsive extremal systems.

3.20 A detailed presentation of the recursive least-square method was given in the publications by Albert and Sittler (1965). The recursive formula for computing $\Gamma[n]$ from the preceding values $\Gamma[n - 1]$ can be obtained on the basis of a very popular recursive formula for matrix inversion proposed by R. Penrose (see the book by Lee (1964)).

The interesting method proposed by Kaczmarz is described in Tompkin's paper (Beckenbach, 1956). One can become familiar with the method by reading the original paper by Kaczmarz (1937).

3.21 Formula (3.81) for fixed $n$ was obtained by Stratonovich (1968). The proof of convergence of recursive procedures with the repetition of a finite number of data was given by Litvakov (1966).

3.22 We use certain relationships presented in the book by Cramér (1954), and the ideas developed in the works by Sakrison (1964, 1965). In these works, the reader can find a detailed presentation of the recursive algorithms and their application in the solution of certain radar problems.

3.23 The questions related to the best algorithms were discussed from different points of view in the papers by Stratonovich (1968) and the author (Tsypkin, 1968).
Dupač, V. (1957). O Kiefer-Wolfowitzův aproximace metodě, Cas. Pěstování Mat. 82 (1).
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PATTERN RECOGNITION

4.1 Introduction

The problem of pattern recognition is a very general one. It was created in the solution of certain specific problems such as recognition of visual patterns (numerals, letters, simple images), sounds (spoken words, noise), diagnoses of diseases or malfunctions in systems, etc. Pattern recognition is the first and most important step in the processing of information which is obtained through our senses and various devices. At first we recognize objects, and then the relationships between objects and between objects and ourselves. In other words, we recognize situations. Finally, we recognize changes in these situations; i.e., we recognize events. This actually causes discoveries of laws which control events. On the basis of such laws it is then possible to predict the course and development of events.

The capabilities for pattern recognition in human beings and in machines have already been the subject of broad and serious discussions that have attempted to determine whether men or machines are superior in this respect. Such discussions are not yet crowned by any reasonable agreement. We shall not do the same because of our conviction that to ask such a question is unfair. Machines have always been used to amplify human resources—first physical and then intellectual. Otherwise, they would be useless creations.

In this chapter, we shall formulate the problem of training, and show that the adaptive approach offers an effective solution to this problem. Technical literature is rife with the algorithms of training in pattern recognition, but we shall see that such algorithms, originally found by the heuristic method (the trial-and-error method), can be relatively easily obtained as special cases of the general algorithms of training.
4.2 Discussion of the Pattern Recognition Problem

Before the problem of pattern recognition is formulated, it is expedient to discuss some of its features without restricting ourselves to rigorous formulations and exact concepts. The basic problem of pattern recognition is to classify the presented object into one of the pattern classes which, generally speaking, are previously unknown. A pattern class consists of the objects with common, similar properties. That common property which unites the objects into a pattern class is called the pattern. In solving the problem of pattern recognition, it is first necessary to consider the problem of training on the presented sample patterns of known pattern classification.

By using the particular features to describe the patterns, we can reduce the problem of pattern recognition to a comparison of the features characterizing the presented object of unknown pattern classification and all the objects of previously known pattern classifications. For instance, the design of reading machines for standard texts is based on this principle. This is an important case, but it will not be discussed here. We shall only mention that this principle has long been applied in the automatic sorting systems for detecting defective parts. Although the objective existence of the common properties of the objects is never questioned, we shall consider only the case in which such common properties are either impossible or inconvenient to obtain. In this case, we want simply to classify the objects, but do not know how. Hopeful groping for the features sometimes leads to the solution of some important specific problems. However, another road is also possible: training by examples. It consists of a preliminary presentation of a sequence of objects of known pattern classification.

In order to state the problem of training in pattern recognition more rigorously, it is convenient to employ geometrical concepts. Each object can correspond to a point in a certain multidimensional space. It is natural then to expect that the points corresponding to similar objects are close to each other, and that the pattern classes are easily distinguished when the points corresponding to them are densely distributed.

This intuitively obvious fact can be defined as the "hypothesis of compactness." However, this will not help us unless we can first learn whether the hypothesis is justified. To verify such a hypothesis is extremely difficult. We can therefore only talk about the best classifications under given conditions. The only time that we can obtain a perfect classification is when the pattern classes can be easily distinguished.

4.3 Formulation of the Problem

Let us now try to formulate the problem of training in pattern recognition more accurately. The geometrical problem of training to recognize the patterns is the problem of finding a surface which separates the multidimensional
space into the regions corresponding to different pattern classes. Such a separating surface must be the best in a certain sense. The partitioning is performed on the basis of a certain number of observed objects (patterns) which correspond to the pattern classes under consideration. Pattern recognition performed after the end of the training period is then the process of examining a new and unknown object, and deciding to which pattern class it belongs.

The first part of the formulation of this problem of pattern recognition, called here the problem of training, can be cast into an "algebraic" formulation. Training in pattern recognition is then the process of "extrapolation" in which a discriminant function is obtained by using the observed patterns of known classification. We shall limit our discussion to only the case of two pattern classes: $A$ and $B$, or 1 and 2. This case is frequently called a dichotomy. The general case, when the number of pattern classes is greater than 2, can be reduced sequentially into a dichotomy.

Let us designate the discriminant function by

$$y = f(x)$$  \hspace{1cm} (4.1)

where $x$ is the one-dimensional vector characterizing the pattern, and $y$ is the quantity defining the pattern class to which the pattern $x$ belongs. We may ask that the discriminant function have the following properties:

$$\text{sign } f(x) = \begin{cases} 1 & \text{if } x \in A \\ -1 & \text{if } x \in B \end{cases}$$  \hspace{1cm} (4.2)

In other words, the sign of $f(x)$ is used to decide whether $x$ belongs to $A$ or $B$. Other than a deterministic formulation, we can have a stochastic formulation of the problem. In this case $f(x)$ is considered to be the probability that the pattern corresponding to the vector $x$ belongs to the pattern class $A$, and $1 - f(x)$ is the probability that such a pattern belongs to the pattern class $B$. Generally speaking, from (4.2) it follows that there exists a set of functions which define the separating surface. These functions are called discriminant functions. It is obvious that such a set exists at least when the pattern classes are easy to distinguish. However, if this is not the case, then there usually exists only one best discriminant function.

In formulating an extrapolation problem, or, if it is convenient, an approximation problem, we must first select a class of approximating functions and an error measure characterizing the accuracy of approximation. Let us designate the class of approximating functions by $\hat{f}(x, c)$, where $c$ is still an unknown vector of the coefficients, and the error measure is defined as a certain convex function of $y = f(x)$ and $\hat{f}(x, c)$; for instance, $F(y; \hat{f}(x, c))$. If the observed vectors are random, the error measure is also random. Therefore, as a measure of approximation it is convenient to select the functional which is the mathematical expectation of the error measure:

$$J(c) = M\{F(y; \hat{f}(x, c))\}$$  \hspace{1cm} (4.3)
4.4 General Algorithms of Training

The best approximation corresponds to the vector \( c = c^* \) for which \( J(c) \) reaches its minimum.

In a number of cases, the error measure is defined as a convex function of the difference \( y - \hat{f}(x, c) \). Then instead of the functional (4.3), we obtain

\[
J(c) = M\{F(y - \hat{f}(x, c))\} \tag{4.4}
\]

From now on, we shall consider only such a functional. If we do not know the probability density function \( p(x) \), and thus the mathematical expectation (4.4), the only way to obtain the solution \( c = c^* \) is to use the vectors \( x \) describing the observed patterns, and then to apply the corresponding algorithms of adaptation or training. We shall now turn our attention to this problem.

4.4 General Algorithms of Training

Let us first specify the form of the approximating function. We must remember that the choice of an approximating function is not arbitrary, but is related to the constraints of the first kind. A sufficiently broad range of problems can be covered if it is assumed that \( \hat{f}(x, c) \) is a finite sum

\[
\hat{f}(x, c) = \sum_{v=1}^{N} c_v \phi_v(x) \tag{4.5}
\]

or

\[
\hat{f}(x, c) = c^T \phi(x) \tag{4.6}
\]

where the coefficients \( c_v \) are the components of the \( N \)-dimensional vector \( c \), and the linearly independent functions \( \phi_v(x) \) are the components of the \( N \)-dimensional vector \( \phi(x) \).

By substituting (4.6) into the functional (4.4), we obtain

\[
J(c) = M\{F(y - c^T \phi(x))\} \tag{4.7}
\]

Since the functional (4.7) is not known explicitly, we shall use the measured gradients in order to find the minimum of \( J(c) \).

In the case under consideration,

\[
\nabla_c F(y - c^T \phi(x)) = -F'(y - c^T \phi(x)) \phi(x) \tag{4.8}
\]

By applying the algorithm of adaptation (3.9), and assuming that \( Q(x, c) = F(y - c^T \phi(x)) \), we obtain

\[
c[n] = c[n - 1] + \gamma[n] F'(y[n] - c^T[n - 1] \phi(x[n])) \phi(x[n]) \tag{4.9}
\]

This algorithm, approximately named an algorithm of training, indeed defines the optimal vector \( c = c^* \) and the optimal discriminant function when \( n \to \infty \).
The algorithm of training (4.9) can also be written in a slightly different form. Let us define

\[ f_n(x) = \phi^T(x)c[n] \] (4.10)

and

\[ K(x, x[n]) = \phi^T(x)\phi(x[n]) \] (4.11)

By scalar multiplication of both sides in (4.9) with \( \phi(x) \), and using definitions (4.10) and (4.11), we obtain an algorithm of training in the form of a functional recursive relationship,

\[ f_n(x) = f_{n-1}(x) + \gamma[n]F'(\gamma[n] - f_{n-1}(x)K(x, x[n])) \] (4.12)

Fundamentally different algorithms can be obtained on the basis of the search algorithm of adaptation (3.15). In such a case,

\[ c[n] = c[n-1] - \gamma[n] \tilde{V}_c F(x[n], c[n-1], a[n]) \] (4.13)

where an estimate of the gradient is

\[ \tilde{V}_c F(x[n], c[n-1], a[n]) = \frac{F_+(x[n], c[n-1], a[n]) - F_-(x[n], c[n-1], a[n])}{2a[n]} \] (4.14)

and the vectors \( F_+(\cdot) \) and \( F_-(\cdot) \) are defined, as we had already agreed, in a manner analogous to (3.12). Most probably it is not justifiable to use a search algorithm of training when the function \( F(\cdot) \) is known and differentiable. However, when for some reasons it is difficult to define the gradient \( \tilde{V}_c F(\cdot) \), such and only such algorithms can be applied.

In a number of cases it may be convenient to apply the continuous algorithms of training; for instance, the algorithms of the type

\[ \frac{dc(t)}{dt} = \gamma(t)F'(y(t) - c^T(t)\phi(x(t)))\phi(x(t)) \] (4.15)

The meaning of this algorithm will be better explained slightly later in a specific example.

### 4.5 Convergence of the Algorithms

In considering algorithms of training (4.9) we shall distinguish two cases:

1. The values of the function \( f(x) \) for every fixed \( x \) are measured with an error which has a finite variance and a mean value equal to zero.
2. The values of the function \( f(x) \) for every fixed \( x \) are known exactly.
Let us start with the first case. If $c[n]$ is to converge to $c^*$ with probability one, then conditions (3.35) have to be satisfied. Conditions (3.35a) and (3.35b) are fulfilled by an appropriate selection of $\gamma[n]$ and $F(\cdot)$; for instance, $\gamma[n] = 1/n^2, 1/2 + \varepsilon \leq \alpha \leq 1, \varepsilon > 0$, and $F(\cdot)$ includes all piecewise continuous functions with the rate of increase with $c$ not greater than in a parabola of second degree. Regarding condition (3.35b), it is easy to show that such a condition is satisfied by all convex functions.

Let us now consider the second case. We assume that the discriminant function $y = f(x)$ satisfies the "hypothesis of representation." This implies that the function $f(x)$ is accurately represented by a finite sum

$$ f(x) = \sum_{v=1}^{N} c_v \phi_v(x) = c^T \phi(x) $$

(4.16)

In this case,

$$ J(c^*) = 0 $$

(4.17)

Now, the optimal vector $c^*$ can be determined after a finite number of training samples; it is obvious that in this case the smallest number of training samples is equal to $N$. Any other training sample, described by an arbitrary $x$ and its corresponding $y$, satisfies the equation

$$ F(y - c^T \phi(x))\phi(x) = 0 $$

(4.18)

In this case the algorithm converges with probability one when the quantity $\gamma$ is a constant, $\gamma = \gamma_0$. The limiting value $\gamma_0$ can be found by the stochastic principle of contraction mapping.

If the "hypothesis of representation" is not fulfilled, equation (4.18) cannot be written, since $c^*$ will depend on the training sample $x$. But even in such a case, the algorithm (4.9) will converge for a constant $\gamma_0$ which satisfies specific conditions. For instance, in the case of a quadratic criterion, the algorithm will converge with probability one when

$$ \gamma_0 \leq 1/\max \sum_{v=1}^{N} \phi_v^2(x) $$

(4.19)

4.6 Perceptrons

The algorithms presented above are written in the form of nonlinear difference equations which, generally speaking, have variable coefficients. They correspond, as we already know, to the multivariable sampled-data systems—simple (without search) and extremal (with search). These systems, which realize the algorithms of training, in fact define the discriminant function and thus perform the classification of the objects. A scheme of such a system is given in Fig. 4.1. This system consists of functional transformers $\phi(x)$ and
$F'(\cdot)$, a multiplier which forms the scalar product $c^T[n][\phi(x[n])$, a conventional multiplier, an amplifier with the variable gain coefficient $y[n]$, and a digital integrator (digrator) $Dg$. We do not introduce special symbols for multipliers since they can be easily distinguished according to whether their input and output variables are the vectors or the scalars. The discriminant function is defined at the output of the device which performs scalar multiplication.

A detailed scheme of the system which realizes an algorithm of training is presented in Fig. 4.2. This scheme corresponds to a perceptron. In contrast to the original version proposed by Rosenblatt, arbitrary linearly independent functions $\phi_i(x)$ are used here instead of threshold functions. Perceptrons with threshold devices are usually considered as analog neural nets. There exists a definite relationship between the pattern recognition systems, neural nets, and
the theory of finite automata and sequential machines. These questions will be examined in Chapter 10 of this book.

A new and original type of perceptron—a searching perceptron—can be synthesized from a conventional perceptron. Its scheme is given in Fig. 4.3.

![Fig. 4.3](image)

The stability of perceptrons, and thus the convergence of the training process, depends considerably on the functions $\phi_i(x)$.

It is interesting to note that there exists a possibility of building the perceptrons not only from threshold elements but also from any other kind of linearly independent functional transformers.

### 4.7 Discrete Algorithms of Training

By selecting a specific form of the function $F(\cdot)$ and $\gamma[n]$ in the general algorithms of training (4.9) and (4.13), we obtain different particular algorithms which minimize corresponding functions. Typical algorithms of training are listed for convenience and comparison in Table 4.1. Some of these algorithms coincide with the algorithms which were obtained on the basis of heuristic considerations and have been reported in a number of papers on pattern recognition. The algorithms, the criteria of optimality (the functionals which are minimized by these algorithms), and the names of the authors who have proposed these algorithms, are shown in Table 4.1.

In the absence of noise, as we have already mentioned, $\gamma[n]$ can be a constant without affecting the convergence of the algorithms. Algorithms 1–3 of Table 4.1 correspond to deterministic problems of training, and algorithm 4 corresponds to a probabilistic problem of training.

Let us emphasize that the functional which generates such an algorithm is a random variable, since $R[D(x)]$ is an operator of a random experiment with two outcomes (a biased coin): 1 with probability $D(x)$ and $-1$ with probability $1 - D(x)$. 
### Table 4.1

**Typical Algorithms of Training**

<table>
<thead>
<tr>
<th>Number</th>
<th>Functional</th>
<th>Algorithms</th>
<th>Comments</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$J(c) = M[(\text{sgn} y - \text{sgn} , c^T \Phi(x))c^T \Phi(x)]$</td>
<td>$c[n] = c[n - 1] + y[n](\text{sgn} , y[n] - \text{sgn} , c^T [n - 1] \times \Phi(x[n]))\Phi(x[n])$</td>
<td></td>
<td>Aizerman, Braverman, Rozonoer, Yakubovich</td>
</tr>
<tr>
<td>2</td>
<td>$J(c) = M[(y - c^T \Phi(x))^2]$</td>
<td>$c[n] = c[n - 1] + y[n](y[n] - c^T [n - 1] \times \Phi(x[n]))\Phi(x[n])$</td>
<td>$L$-optimality according to Yakubovich</td>
<td>Aizerman, Braverman, Rozonoer, Yakubovich</td>
</tr>
<tr>
<td>3</td>
<td>$J(c) = M[(y - c^T \Phi(x))^2]$</td>
<td>$c[n] = c[n - 1] + y[n](y[n] - c^T [n - 1] \times \Phi(x[n]))\Phi(x[n])$</td>
<td></td>
<td>Blaydon, Ho</td>
</tr>
<tr>
<td>4</td>
<td>$J(c) = M[R(D(x)) - R(c^T \Phi(x))c^T \Phi(x)]$</td>
<td>$c[n] = c[n - 1] + y[n][R(D(x[n])) - R(c^T [n - 1] \times \Phi(x[n]))] \times \Phi(x[n])$</td>
<td>$R(D(x))$ is an operator of a random experiment with two outcomes: $+1$ with probability $D(x)$, and $-1$ with probability $1 - D(x)$</td>
<td>Aizerman, Braverman, Rozonoer</td>
</tr>
<tr>
<td>5</td>
<td>$J(c) = \sum_{i=1}^{\text{N}} F_2^2(1 - c^T k^i)$</td>
<td>$\frac{dc_i(t)}{dt} = \gamma(t) F_i(1 - c^T(t)k^i)$</td>
<td></td>
<td>Vapnik, Lerner, Chervonenkis</td>
</tr>
<tr>
<td></td>
<td>$+ \sum_{j=i+1}^{\text{N}} F_2^2(k - c^T k^j)$</td>
<td>$\times F_i(1 - c^T(t)k^i)$, $\times F_j(k - c^T(t)k^j)$, $(1 \leq i \leq l)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\frac{dc_j(t)}{dt} = \gamma(t) F_j(k - c^T(t))k^j$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\times F_j(k - c^T(t)k^j)$, $(l + 1 \leq j \leq \text{N})$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
When the teacher knows with certainty to which pattern class each observed sample belongs, then functional 4 coincides with functional 1, and the probabilistic problem becomes a deterministic one. However, if such a classification is known to the teacher only to a certain degree of certainty, the mean square error

$$J(c) = \int_X \left[ D(x) - \overline{c \cdot \Phi(x)} \right]^2 \rho(x) \, dx$$  \hspace{1cm} (4.20)

can be taken as a performance index. In this case the algorithm of training coincides with the algorithm

$$c[n] = c[n - 1] + \gamma[n] \left[ D(x[n]) - \overline{c \cdot \Phi(x[n])} \Phi(x[n]) \right]$$  \hspace{1cm} (4.21)

Knowledge of functionals gives a possibility of comparing the algorithms with each other. Some algorithms, for instance, are not completely suitable for comparison. This is the case with the algorithms 1 and 4 for which the corresponding functionals are not convex in $c$: they have the second minimum equal to zero at $c = 0$. In order to avoid the convergence to such a trivial solution, it is necessary to choose initial conditions $c(0)$ sufficiently far from the origin.

Let us mention in conclusion that the algorithms given in Table 4.1 are basically discrete algorithms; the exceptions are algorithms 5. These continuous algorithms will be discussed at greater length in Section 4.9.

### 4.8 Search Algorithms of Training

Although each discrete algorithm given in Table 4.1 can be related to a particular search algorithm of training, it is not necessary in such cases to give any preference to the search algorithms. We should recall that in the algorithms with which we became familiar in Section 4.7, the gradient was computed by using the values of the chosen function $F(.)$ only. However, in a number of cases (and in a slightly different formulation of the pattern recognition problem), the search algorithms of training only are applicable. We shall now discuss such a formulation of the pattern recognition problem. Furthermore, it should be assumed that the pattern classes are separated in the feature space; i.e., it is necessary to demand that the hypothesis of representation (4.16) be fulfilled. If this is not the case, then such algorithms are not operational. However, any other algorithm from this table can produce, under the same conditions, a result which is best in the sense of the chosen functional.

Let us consider two pattern classes: $A$ and $B$, or 1 and 2. If we classify a pattern from the pattern class $v$ into the pattern class $\mu$, then this event is evaluated by a penalty $w_{v\mu}$ ($v, \mu = 1, 2$). The amounts of these penalties are specified by the matrix $\|w_{v\mu}\|$.
Average risk, equal to the mathematical expectation of the penalties, can be written in the form which is a special case of the functional (1.3):

$$R(\tilde{d}) = \int \left[ (d(x) - 1) \left[ w_{12} p_1(x) + w_{22} (1 - P)p_2(x) \right] 
+ [2 - d(x)] \left[ w_{21} (1 - P)p_2(x) + w_{22} P_1(x) \right] \right] \, dx$$  \hspace{1cm} (4.22)

where $P$ is the probability of occurrence of the patterns from the pattern class 1, $1 - P$ is the probability of occurrence of the patterns from the pattern class 2, $p_1(x)$ and $p_2(x)$ are conditional probability density functions for the patterns of both pattern classes, and $d(x)$ is the decision rule: $d(x) = 1$ if a pattern $x$ is classified into the pattern class 1, and $d(x) = 2$ if the pattern is classified into the pattern class 2. In the solution of the stated problem one can use the powerful results of the decision theory based on the Bayesian approach where the probability density functions $p_1(x)$ and $p_2(x)$ are known. But in our case these probability densities are unknown, and we cannot directly use the results of that elegant theory.

Certainly, we could apply such results if the probability density functions were first determined; this is done occasionally. However, it may be better to use the algorithms of training instead of spending time on a "needless" step. The risk $R(d)$, expressed by (4.22), is already a special case of the expected risk (1.5). Therefore, $R(d)$ can be written as

$$R(d) = M\{z | d\}$$  \hspace{1cm} (4.23)

where $z = w_{v\mu}$, if for the specified decision rule we classify this pattern $x$ into the pattern class $\mu$ when it actually belongs to the pattern class $v$ ($v, \mu = 1, 2$).

The decision rule $d(x)$ will be sought in the form of a known function $\tilde{d}(x, c)$ with an unknown parameter vector $c = (c_1, \ldots, c_N)$. If $z$ depends only implicitly on the vector $c$, then it is convenient to determine the optimal vector by the search algorithm

$$c[n] = c[n - 1] - \gamma[n] \tilde{V}_{\epsilon z} z[n]$$  \hspace{1cm} (4.24)

with

$$\tilde{V}_{\epsilon z} z[n] = \frac{z_+[n] - z_-[n]}{2a[n]}$$

where

$$z_+[n] = w_{v\mu}$$

if $x[2n - 1]$ belongs to the pattern class $v$ and

$$\tilde{d}(x[2n - 1], c[n - 1] + a[n]e) = \mu$$

and

$$z_-[n] = w_{v\mu}$$
if \( x^{[2n]} \) belongs to the pattern class \( v \) and
\[
\hat{d}(x^{[2n]}, c[n - 1] - a[n]e) = \mu
\]

The search algorithm of adaptation (4.24) indeed solves the problem of training. This algorithm forms a bridge between the algorithmic approach and the statistical decision theory based on the Bayes criterion. A similar relationship will again be encountered in the filtering problems, or, more exactly, in the problems of detection and extraction of signals; this will be discussed in Chapter 6.

### 4.9 Continuous Algorithms of Training

Let us select the functional
\[
J(\psi) = \sum_{\mu=1}^{l} F_1^2(1 - \psi^T x_{\mu}) + \sum_{n=l+1}^{N} F_2^2(k - \psi^T x_{n})
\]
(4.25)

where \( 0 < k < 1 \), and \( x_i \) is the vector corresponding to the observed pattern; the vectors indexed from 1 to \( l \) correspond to \( A \), and those indexed from \( l + 1 \) to \( N \) correspond to \( B \). The functions \( F_1(\cdot) \) and \( F_2(\cdot) \) are
\[
F_1(x) = \begin{cases} 
0 & \text{for } x < 0 \\
F(x) & \text{for } x \geq 0 
\end{cases}
\]
(4.26)
\[
F_2(x) = \begin{cases} 
F(x) & \text{for } x < 0 \\
0 & \text{for } x \geq 0 
\end{cases}
\]
(4.26)

where \( F(x) \) is any convex function. Vector \( \psi \), the so-called generalized portrait, defines the separating hyperplane. By the conventional gradient method we can obtain an algorithm for finding the optimal value of the vector \( \psi \):
\[
\frac{d\psi}{dt} = \gamma(t) \left( \sum_{\mu=1}^{l} F_1(1 - \psi^T x_{\mu})F_1'(1 - \psi^T x_{\mu})x_{\mu} + \sum_{n=l+1}^{N} F_2(k - \psi^T x_{n})F_2'(k - \psi^T x_{n})x_{n} \right)
\]
(4.27)

It is customary to present the generalized portrait in the form
\[
\psi = \sum_{\gamma=1}^{N} c_\gamma x_\gamma
\]
(4.28)

If it is assumed that the vectors \( x_\gamma \) of the observed patterns are linearly independent, and that the number of observed patterns is equal to the number of components in the vector \( c \), then the continuous algorithm (4.27) together with (4.28) yield the following equations:
\[
\frac{dc_\mu(t)}{dt} = \gamma(t)F_1(1 - c^T(t)k^{\mu})F_1'(1 - c^T(t)k^{\mu}) \quad (1 \leq \mu \leq l)
\]
(4.29)
\[
\frac{dc_\gamma(t)}{dt} = \gamma(t)F_2(k - c^T(t)k^{\gamma})F_2'(k - c^T(t)k^{\gamma}) \quad (l + 1 \leq \mu \leq N)
\]
where \( k^s \) represents the \( s \)th column in the matrix \( \| k_{\mu} \| \); the elements of \( \| k_{\mu} \| \) are pairwise scalar products of the vectors which correspond to the observed patterns.

In a special case, when

\[
F_1(x) = \begin{cases} 0 & \text{for } x < 0 \\ x & \text{for } x \geq 0 \end{cases}
\]

\[
F_2(x) = \begin{cases} x & \text{for } x < 0 \\ 0 & \text{for } x \geq 0 \end{cases}
\]

the system of equations (4.29) can be rewritten in the form

\[
\frac{dc_\mu(t)}{dt} = \gamma(t)(1 - c^T(t)k^\mu) \quad (1 \leq \mu \leq l)
\]

\[
\frac{dc_\eta(t)}{dt} = \gamma(t)(k - c^T(t)k^\eta) \quad (l + 1 \leq \eta \leq N)
\]

where \( \gamma(t) \), in particular can be a constant. This algorithm was presented in Table 4.1 An analog computer can be used in the realization of this algorithm; one possible scheme is given in Fig. 4.4, where \( c_I = (c_1, \ldots, c_b) \) and \( c_{II} = (c_{b+1}, \ldots, c_N) \).
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### 4.10 Comments

All the algorithms discussed above are attempts to approximate teachers' decisions expressed in the form

\[
\text{sign } f(x) = \begin{cases} +1 & \text{for } x > 0 \\ -1 & \text{for } x < 0 \end{cases}
\]
or \( y = +1 \), i.e., a discontinuous function in \( x \), by a continuous function 
\[ f(x, c) = c^T \phi(x) \]. However, the desired discriminant function does not always 
have to be a natural one. It is obvious that in the problems of pattern recogni-
tion it is sometimes more reasonable to determine \( f(x, c) \) so that its sign only 
coincides with the sign of \( y \). It is possible that such considerations have led the 
authors of algorithm 1 (Table 4.1) to propose the corrections only when the 
signs of \( y \) and \( c^T \phi(x) \) are different. Such an algorithm will be written here as 
\[ c[n] = c[n - 1] + y[n](\text{sign} f(x[n]) - \text{sign} c'[n - 1] \phi(x[n])) \phi(x[n]) \] (4.31) 
where \( y[n] \) can be a constant.

From the gradient 
\[ V_c F(\cdot) = (\text{sign} f(x[n]) - \text{sign} c'[n - 1] \phi(x[n])) \phi(x[n]) \] (4.32)
it is easy to restore the criterion of optimality 
\[ J(c) = M\{(\text{sign} f(x) - \text{sign} c^T \phi(x))c^T \phi(x)\} \] (4.33)
This criterion was listed in Table 4.1. As we have already stated in Section 4.7, 
it is not a suitable one since the function under the expectation is not convex. 
Other than the optimal solution \( c = c^* \), the functional has a trivial solution 
\( c = 0 \). The existence of this solution (after establishing this fact) is obvious 
even from algorithm (4.31). This property makes algorithm (4.31) unfit 
for the cases in which the pattern classes \( A \) and \( B \) are not completely 
separated.

### 4.11 More about Another General Algorithm of Training

Let us now consider another possibility of obtaining general algorithms. It 
is based on the coincidence of the signs of \( y \) and \( c^T \phi(x) \). Such a condition is 
fulfilled if \( c \) is obtained from the system of inequalities 
\[ y[n](c^T[n - 1] \phi(x[n])) > 0 \quad (n = 1, 2, \ldots) \] (4.34)
This system of inequalities can be replaced by the system of equations 
\[ y[n](c^T[n - 1] \phi(x[n])) = \alpha[n - 1] \quad (n = 1, 2, \ldots) \] (4.35)
if it is assumed that 
\[ \alpha[n - 1] > 0 \] (4.36)

Considering the random character of the input patterns, we introduce the 
criterion of optimality 
\[ J(c, \alpha) = M\{F(y(c^T \phi(x)) - \alpha)\} \] (4.37)
with the constraint 
\[ \alpha > 0 \] (4.38)
where \( F(\cdot) \) is a strictly convex function.
Using an algorithm of adaptation similar to (3.24) and which takes into consideration the constraints of the type (4.38), we obtain, in this case,

\[ c[n] = c[n - 1] - \gamma_1[n] F'(y[n](cT[n - 1]p(x[n]))) - \alpha[n - 1])y[n]p(x[n]) \]

\[ \alpha[n] = \alpha[n - 1] + \gamma_2[n][F'(y[n](cT[n - 1]p(x[n]))) - \alpha[n - 1]) \]

\[ + |F'(y[n](cT[n - 1]p(x[n]))) - \alpha[n - 1])|] \]

\( \alpha(0) > 0 \) \quad (4.39)

Let us designate

\[ z(c, \alpha[n]) = y[n](cTp(x[n])) - \alpha[n]) \] \quad (4.40)

Here, \( z(c, \alpha[n]) \) is a random variable which characterizes the inequalities (4.34). Considering these notations, algorithm (4.39) is rewritten as

\[ c[n] = c[n - 1] - \gamma_1[n] F'(z(c[n - 1], \alpha[n - 1]))y[n]p(x[n]) \]

\[ \alpha[n] = \alpha[n - 1] + \gamma_2[n][F'(z(c[n - 1], \alpha[n - 1])) \]

\[ + |F'(z(c[n - 1], \alpha[n - 1]))|] \]

\( \alpha(0) > 0 \) \quad (4.41)

A perceptron (a discrete system) which realizes this algorithm is shown in Fig. 4.5. It differs from the classical perceptron by the existence of an additional loop for finding \( \alpha^* \). Such a modification of the basic perceptron structure can lead to an accelerated rate of convergence.

**4.12 Special Cases**

Special cases of the algorithm of training (4.41) are given in Table 4.2, and the particular forms of the function \( F(z) \) appearing in the algorithms are shown in Fig. 4.6.
In cases when not only the coincidence in signs but also the distance between the desired and approximating functions is required, \( F(z) \) is different from zero even for positive \( z \) (algorithm 3 of Table 4.2, Fig. 4.6b). We should notice that algorithms 1a and 1b (Table 4.2) are actually identical; this can be easily verified by inspection. A special feature of algorithm 1b is that \( y[n] \) is not only a function of \( n \) but also of the vectors \( c[n-1] \). This offers a possibility for improving the convergence.

In algorithms 1–4 it is assumed that \( a[n] = \text{const} \). The convergence of these algorithms can be considerably improved if \( z[n] \) is not considered to be a constant, but if it is chosen according to the expression (4.39). This property was actually used in algorithm 5. In the general case the top line of the algorithm has the form

\[
\mathbf{c}[n] = \mathbf{c}[n-1] + \Gamma[n][z(c[n-1], a[n-1])]y[n]\phi(x[n]) \tag{4.42}
\]

where \( \Gamma[n] \) is a certain matrix.

When \( z(c[0], a[0]) < 0 \), algorithm (4.41) coincides with algorithm 3 in Table 4.2. If, on the other hand, \( z(c[0], a[0]) \geq 0 \), then \( c[0] \) and \( a[0] \) are the desired solutions.

If the set of patterns from each pattern class is finite \( (v = 1, \ldots, M) \), i.e., if all the patterns can be observed, the problem of discrimination is a deterministic one.

Let us form a sequence of samples

\[
\phi(x_{\mu}[n]) \quad \text{where} \quad \mu = 1, \ldots, M \text{ for every } n = 1, 2, \ldots \tag{4.43}
\]

Using (4.43) in algorithm (4.41), we obtain \( c[n] \rightarrow c^0 \) when \( n \rightarrow \infty \), where \( c_0 \) is the solution of a finite system of inequalities

\[
y_{\mu} \mathbf{c}^T \phi(x_{\mu}) > 0 \quad \text{(}\mu = 1, \ldots, M\text{)} \tag{4.44}
\]
<table>
<thead>
<tr>
<th>Number</th>
<th>Functional</th>
<th>Algorithms</th>
<th>Comments</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$J = M(</td>
<td>z</td>
<td>- z)$</td>
<td>$c[n] = c[n - 1] + \gamma[n]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\times \left[ \text{sign}(z(c[n - 1]),$</td>
<td>$\times \left[ \rho - \frac{c'[n - 1] \Phi(x[n])}{y[n] \Phi^T(x[n]) \Phi(x[n])} \right]$;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x \alpha(n)) - 1] y[n] \Phi(x[n])$</td>
<td>$0 &lt; \beta[n] \leq 2; \rho &gt; 0;$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(b) $\alpha[n] = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$0 &lt; \gamma &lt; 2; \alpha[n] = 1$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$J = M(</td>
<td>z</td>
<td>- z)^2$</td>
<td>$c[n] = c[n - 1] + \gamma[n]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\times (</td>
<td>z(c[n - 1]),$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\alpha[n]) - z(c[n - 1],$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\alpha[n]) y[n] \Phi(x[n])$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$J = \begin{cases} M(</td>
<td>z</td>
<td>^2) &amp; \text{for }</td>
<td>z</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4 \quad J = \begin{cases} \frac{M(z^2)}{z} & \text{for } z \leq a_n \\ M(2a_n z) & \text{for } a_n < z < 0 \\ 0 & \text{for } z \geq 0 \end{cases}
\begin{align*}
c[n] = & \begin{cases} c[n - 1] - \gamma[n] \\ \times z(c[n - 1], a[n]) \\ \times \phi(n) \phi(x[n]) \\ \text{for } z_n \leq a_n \\ c[n - 1] - \gamma[n] \\ \times a[n] \gamma[n] \phi(x[n]) \\ \text{for } a_n < z_n < 0 \\ c[n - 1] & \text{for } z_n \geq 0 \end{cases} \\
a_n = \gamma^2[n] \\
\phi^T(x[n]) \phi(x[n]) \\
\lambda[n] h[n] \end{align*}

Fomin, Motzkin, Shoenberg

5 \quad J = \begin{cases} \frac{M(z^2)}{z} & \text{for } z < 0 \\ 0 & \text{for } z \geq 0 \end{cases}
\begin{align*}
c[n] = & \begin{cases} c[n - 1] - \Gamma[n] z(c[n - 1], \\
\alpha[n - 1]) \gamma[n] \phi(x[n]) \\ \alpha[n] = \alpha[n - 1] \\
- \gamma \langle c[n - 1], \alpha[n - 1] \rangle \\
+ |z| \langle c[n], \alpha[n - 1] \rangle \\ + |z| \langle c[n], \alpha[n - 1] \rangle \end{cases} \\
\text{Depending on the choice of the matrix } \Gamma[n] \text{ we obtain different modified algorithms} \\
\text{where } 0 < \lambda[n] < 2, h[n] \text{ is the number of corrections of the vector } c[n] \\
\text{Ho, Kashyap}
We should notice that in all algorithms considered above only one sample is shown on each iteration. If the number of samples is finite, then on each iteration we can use all the samples. In such a case we obtain the algorithm

\[
c[n] = c[n-1] - \gamma_1[n] \sum_{\mu=1}^{M} F'(z_\mu(c[n-1], \alpha[n-1])y_\mu[n]) \phi(x_\mu[n])
\]

\[
\alpha[n] = \alpha[n-1] + \gamma_2[n] \left[ \sum_{\mu=1}^{M} F'(z_\mu(c[n-1], \alpha[n-1])) + \left| \sum_{\mu=1}^{M} F'(z_\mu(c[n-1], \alpha[n-1])) \right| \right]
\]

When \( n \to \infty \), \( c \) converges to the vector \( c^* \), which is a solution of the system of inequalities (4.44), and at the same time minimizes the criterion of optimality,

\[
J(c, \alpha) = \sum_{\mu=1}^{M} F(y_\mu c^T \phi(x_\mu) - \alpha_\mu)
\]

We have already discussed this in Section 3.21.

4.13 Discussion

In general, all the algorithms of training define the optimal vector \( c^* \) and the discriminant function \( \hat{f}(x, c^*) \) with probability one theoretically only after an infinite number of steps. Practically, we always use a finite number of steps and this number of steps is determined by the accuracy with which we have to define \( c^* \) and \( \hat{f}(x, c^*) \). There is a complete analogy between the training time and the transient time in automatic systems. In Section 4.5 we have indicated the conditions under which the number of steps (this also means the training time) is finite. These conditions imply that the noise is not present, and that the pattern classes \( A \) and \( B \) are such that the discriminant function \( f(x) \) can be expressed by an approximating function \( \hat{f}(x, c) = c^*T \phi(x) \). In this case,

\[
F(y - c^*T \phi(x))\phi(x) = 0
\]

for every \( x \). When the noise does not exist, an \( N \)-dimensional optimal vector can be, in principle, completely determined after the first \( N \) observed samples.

Tables 4.1 and 4.2 can serve as guides in the complicated and confusing labyrinth of the algorithms. From the careful consideration of these tables, it can be concluded that all the paths of the labyrinth approach the same road which leads to the minimization of the corresponding functionals. The following fact is also curious. Almost all the algorithms found by guesses do not escape the boundaries of the algorithms which minimize quadratic or simple piecewise linear functionals. What is the cause of this? Limited fantasy, computational simplicity, or a certain real advantage of these algorithms?
Self-learning is learning without any external indications regarding the correctness or incorrectness of the reactions of a system on the presented samples. At first it seems that the self-learning of a system is in principle impossible. This feeling can even be transformed into a belief if, for instance, one accepts the following argument. Since the classified patterns possess different features, it seems impossible that a system designed to recognize the patterns can decide which of these features it has to take into consideration and which to discard. Therefore, the system cannot perform the classifications a priori envisioned by the designer. On the other hand, it is doubtful whether any classification performed by the system can satisfy anyone.

But such pessimism seems to be slightly hasty. By careful consideration of the problem, it is usually found that the designer solves many problems for the system even in the design stage. The features used for classification are first determined by the input devices of the system, i.e., by the selection of sensors. For instance, if the input device is a collection of photoelements, then the features can be the configuration and the dimensions, but not the density or the weight of the observed object. What can be the basis for self-learning of a system? We shall attempt to explain this in a general and perhaps slightly inexact way.

Let us assume that a set of patterns $X$ consists of several disjoint subsets $X_n$, which correspond to different pattern classes. The patterns are characterized by the vectors $x$. The occurrences of the patterns $x$ from the subset $X_k$ are random. Let us designate by $P_k$ the probability of occurrence of a pattern $x$ from the subset $X_k$, and by $p_k(x) = p(x|k)$ the conditional probability density function of the vectors $x$ within the corresponding pattern class.

The conditional probability density functions $p_k(x)$ are such that their maxima occur over the “centers” of the pattern classes corresponding to the subsets $X_k$ (Fig. 4.7). Unfortunately, when it is not known which pattern class...
a pattern \( x \) belongs to, these conditional probability density functions cannot be exactly determined.

The mixture probability density function

\[
p(x) = \sum_{k=1}^{M} P_k p_k(x)
\]  

(4.48)
contains sufficiently complete information about the subsets. In particular, it can be expected that the maxima of \( p(x) \) will also correspond to the "centers" of the classes. Therefore, a problem of self-learning can frequently be reduced to a problem of estimating the mixture probability density function, its "centers" and the boundaries of the pattern classes.

In connection with this we shall first consider restoration (estimation) of the probability density function. Moreover, the solution of this type of problem is in itself an interesting one.

### 4.15 The Restoration of Probability Density Functions and Moments

In restoring (estimating) a mixture probability density function \( p(x) \) by using the samples \( x \), we assume that \( p(x) \) can be approximated by a finite number of arbitrary, but now also orthonormal functions \( \phi_v(x) \); i.e.,

\[
\hat{p}(x, c) = \sum_{v=1}^{N} c_v \phi_v(x) = c^T \phi(x)
\]  

(4.49)

The optimal value of the vector \( c = c^* \) is considered to be one for which the quadratic measure of the approximation error

\[
J(c) = \int_x [p(x) - c^T \phi(x)]^2 \, dx
\]  

(4.50)
is minimized. On the surface, this problem appears as an approximation problem which we have discussed so far. But there is an essential difference in the fact that now we do not have external training samples. Therefore, not only the vector \( c \) but also the function \( y \), which in this case corresponds to the probability density function, are both unknown. However, this is not a serious difficulty. It is easy to see that due to the orthonormality of the functions \( \phi_v(x) \), the performance index (4.50) has its minimum for

\[
c^* = \int_x \phi(x) p(x) \, dx = M[\phi(x)]
\]  

(4.51)

Therefore, the optimal value of the vector \( c = c^* \) is equal to the mathematical expectation of the vector function \( \phi(x) \). In this case, the samples of \( \phi(x) \) are known to us.
From (4.51), in particular, it follows that if we choose the exponential functions, then the components of the vector $c^*$ will define the moments of the corresponding order. Therefore, we have a possibility of solving the problems of moment estimation and the estimation of a probability density function by similar algorithms. However, it should always be remembered that if the exponential functions are not orthonormal, then the values of the vector $c^*$, found according to the formula (4.51), do not minimize the functional (4.50).

If the functions $\phi_1(x), \ldots, \phi_n(x)$ are considered to be only linearly independent (the condition of orthonormality is removed), then instead of a simple relation (4.51) we can obtain a more complicated one which can be realized by several interconnected systems. But is it worthwhile to employ a generalization which leads to a more complicated realization and which does not promise any obvious advantage?

In order to define $c^*$ we can rewrite (4.51) as

$$M[c - \phi(x)] = 0 \quad (4.52)$$

and we can now consider (4.52) as an equation in $c$. Let us apply to it an algorithm of training. We obtain

$$c[n] = c[n - 1] - \gamma[n][c[n - 1] - \phi(x[n])] \quad (4.53)$$

This algorithm, when the conditions of convergence (3.34) for a one-dimensional case are satisfied, defines the sought value $c = c^*$, and thus $\hat{p}(x, c^*)$, with probability one when $n \to \infty$. The algorithm (4.53), which can also serve in finding the moments when a special selection of the functions $\phi_n(x)$ is made, is realized in the form of simple linear sampled-data systems with variable coefficients. One such system is shown in Fig. 4.8 (for the $v$th component).

![Fig. 4.8](image_url)
If the observed patterns arrive continuously in time, then for the stationary case we can use continuous algorithms (3.28). Then, instead of (4.53), we obtain

$$\frac{de(t)}{dt} = -\gamma(t)[c(t) - \phi(x(t))]$$  \hspace{1cm} (4.54)

The scheme which realizes this algorithm differs from the one shown in Fig. 4.9 only by the presence of continuous integrators in place of the discrete integrators Dg.

It can be shown by using the results of Sections 3.16 and 3.17 that the selection of $\gamma[n] = 1/n$ in an algorithm of the type (4.53) is optimal with respect to the minimization of the mean square error of the estimate of $c$ for any fixed value of $n$. For a continuous algorithm of the type (4.54), the optimal selection is $\gamma(t) = 1/t$.

Instead of the algorithms (4.53) and (4.54) we can also use modified algorithms with an averaging operator of the type (3.42),

$$c[n] = c[n-1] - \gamma[n] \left( c[n-1] - \frac{1}{n} \sum_{m=1}^{n} \phi(x[m]) \right) \quad (n = 1, 2, \ldots)$$  \hspace{1cm} (4.55)

and similarly,

$$\frac{de(t)}{dt} = -\gamma(t) \left( c(t) - \frac{1}{t} \int_{0}^{t} \phi(x(\tau)) \, d\tau \right)$$  \hspace{1cm} (4.56)

The scheme which realizes these algorithms is given in Fig. 4.10. It differs

---
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![Fig. 4.10](image2.png)
from the schemes of the previous algorithms by the presence of an additional integrator. Another interpretation of the basic and modified algorithms will be given in Section 5.6.

In the modified algorithm (4.55), the choice of \( y[n] = 1/n \) is optimal with respect to the minimization of the sum of the mean square errors of the estimate and its weighted first difference, i.e., with respect to the minimization of a functional of the type (3.50),

\[
\tilde{V}_g^2[N] = M\{\|c[n] - c^*\|^2 + (n - 1)\|\Delta c[n - 1]\|^2\}
\]  

(4.57)

4.17 Principle of Self-Learning

Self-learning in pattern recognition, or in the classification of a set of patterns, consists of finding the boundary between the pattern classes by using only the observed samples without any external supervision. In the favorable cases, this boundary is a ravine on a hilly surface formed by the mixture probability density function. Although we already know how to estimate a mixture probability density function, the problem of finding the boundary, i.e., the problem of generating a separating surface, has not become simpler. However, the problem is simplified if we have some a priori information; for instance, if the form of conditional probability density functions is given. When the conditional probability density functions are normal and differ only in their first moments, it is sufficient to find the weighted mean of the joint probability density function in order to obtain the boundary between two pattern classes. Assuming sufficiently complete a priori information, classification without external supervision can be performed in many ways, but we are not going to be concerned with them here. However, is it impossible to form a separating surface without an explicit estimation of the probability density function and any a priori information regarding these densities? It appears that such a possibility does exist.

One such possibility consists in using the answers of the perceptrons instead of external evaluations. It can be expected that the perceptron finds the boundaries between the two classes, but of course, it will not be capable of recognizing these pattern classes uniquely. The actions of such a perceptron are similar to the actions of a trustful pessimist or of a distrustful optimist, who accepts as actual anything desired or undesired.

Another possibility is more interesting. Let us imagine that all the elements \( x \) which correspond to the same pattern class are grouped in the neighborhood of the "center" of that class. Let us then introduce a function which in a general way characterizes the distance of \( x \) from still unknown centers \( \alpha_k \) of these pattern classes.

Then the classification could be based on the requirement that each element of each pattern class is closer to the center of its pattern class than to the
centers of other pattern classes. This requirement, as it is mentioned below, can be related to the minimization of a certain functional (average risk). Now it is not difficult to understand that a problem of self-learning can be considered solved if the centers of the sets \( X_k \), and the boundaries of these sets, are found by minimizing the expected risk on the bases of the observed patterns \( x \in X \) only. In order to go on from this general consideration to a solution of the problem of self-learning, it is first of all necessary to define the expected risk and find its variation. The next two sections are devoted to these problems.

4.18 Average Risk

Let us now introduce the concept of distance \( \rho \) between the elements \( x \) of the set \( X \) and the "centers" \( \alpha_k \) of the subsets \( X_k \). We specify \( \rho \) by a certain convex function \( F \) of the difference \( \phi(x) - \phi(\alpha_k) \):

\[
\rho(x, u_k) = F(\phi(x) - u_k)
\]

where

\[
u_k = \phi(\alpha_k)
\]

The function \( \rho(x, u_k) \) can be considered as a loss function or a function of penalties for the \( k \)th pattern class. Average risk or average penalty for all pattern classes can be given by the expression

\[
R = \sum_{k=1}^{M} P_k \int_{X_k} F(\phi(x) - u_k) p_k(x) \, dx
\]

or, by introducing the mixture probability density function (4.48), in the form

\[
R = \sum_{k=1}^{M} \int_{X_k} F(\phi(x) - u_k) p(x) \, dx
\]

Let us recall that \( X_k (k = 1, \ldots, M) \) are disjoint regions.

If we introduce the characteristic function

\[
ev_k(x, u_1, \ldots, u_M) = \begin{cases} 1 & \text{when } x \in X_k \\ 0 & \text{when } x \notin X_k \end{cases}
\]

we can then form a general loss function

\[
S(x, u_1, \ldots, u_M) = \sum_{k=1}^{M} e_k(x, u_1, \ldots, u_M) F(\phi(x) - u_k)
\]

and the average risk (4.61) can be written in a slightly more convenient form:

\[
R = M_x \{ S(x, u_1, \ldots, u_M) \}
\]

The quantities \( u_k \) and the sets \( X_k \) in the expressions for the average risk and thus the characteristic functions, are unknown.
4.19 Variation of the Average Risk

Minimization of the average risk requires computation of the variation of the average risk. Then, by setting the variation equal to zero, it is easy to find the conditions for the minimum of the average risk. Variation of the average risk, defined by expression (4.61), can be written in the form of a sum of two variations: the variation \( \delta R_1 \), related to the changes in the parameters \( u_1, \ldots, u_M \), and the variation \( \delta R_2 \), related to the changes in the regions \( X_k \):

\[
\delta R = \delta R_1 + \delta R_2
\]

(4.65)

where

\[
\delta R_1 = \sum_{k=1}^{M} \int_{X_k} \nabla u_k F(\phi(x) - u_k) p(x) \, dx \, \delta u_k
\]

(4.66)

and

\[
\delta R_2 = \sum_{k=1}^{M} \int_{X_k} \sum_{m=1}^{N} \frac{\partial}{\partial x_m} [F(\phi(x) - u_k) p(x) \, \delta x_m^{(k)}] \, dx
\]

(4.67)

Here, \( N \) is the dimension of the vector \( x \). Let us examine more carefully the expression for \( \delta R_2 \). By Green's formula, it can be transformed into

\[
\delta R_2 = \sum_{k=1}^{M} \int_{\Lambda_k} F(\phi(x) - u_k) p(x) \, \delta \Lambda_k \, dx
\]

(4.68)

where

\[
\delta \Lambda_k = \sum_{v=1}^{N} (-1)^v \delta x_v^{(k)}
\]

(4.69)

Since the regions \( X_k \) \((k = 1, \ldots, M)\) are disjoint, each border surface \( \Lambda_k \) can be decomposed into segments \( \Lambda_{km} \) with which the region \( X_k \) is bordered by the regions \( X_m \) \((m = 1, \ldots, M; m \neq k)\). Obviously,

\[
\delta \Lambda_{km} = -\delta \Lambda_{mk}
\]

(4.70)

Considering this, we obtain

\[
\delta R_2 = \sum_{k, m=1}^{M} \int_{\Lambda_{km}} [F(\phi(x) - u_k) - F(\phi(x) - u_m)] p(x) \, \delta \Lambda_{km} \, dx
\]

(4.71)

where \( s \) is the number of pairs of adjacent regions.

4.20 The Conditions for the Minimum of the Average Risk

By setting the total variation of the average risk equal to zero, we obtain the condition for the minimum of the average risk, which, according to (4.65), (4.66) and (4.71), is written as

\[
\delta R = \sum_{k=1}^{M} \int_{X_k} \nabla u_k F(\phi(x) - u_k) p(x) \, dx \, \delta u_k + \sum_{k, m=1}^{M} \int_{\Lambda_{km}} [F(\phi(x) - u_k) - F(\phi(x) - u_m)] p(x) \, \delta \Lambda_{km} \, dx = 0
\]

(4.72)
Since the variations $\delta u_k$ and $\delta \Lambda_{km}$ are arbitrary and independent, it follows from (4.72) that these conditions have to be satisfied:

$$\int_{X_k} \nabla u_k F(\phi(x) - u_k)p(x) \, dx = 0$$  \hspace{1cm} (4.73)

and

$$F(\phi(x) - u_k) - F(\phi(x) - u_m) = 0 \quad (x \in \Lambda_{km}, m \neq k) \hspace{1cm} (4.74)$$

The conditions (4.73) define the optimal values $u_k = u_k^*$ which characterize the "centers" of the regions, and (4.74) is the equation of the surface which separates the regions $X_k$ and $X_m$. This surface corresponds to the optimal decomposition of the region $X$ into pattern classes (in the sense of minimizing average risk). Therefore, the problem of self-learning consists of solving the system of equations (4.73) with respect to $u_k$ when the probability density function $p(x)$ is unknown, and when the equalities (4.74) are satisfied on the boundaries of the regions. For simplicity, we shall limit our discussions to the case of two pattern classes ($M = 2$). Extension of the results to a case $M > 0$ will not create any basic difficulties.

### 4.21 Algorithms of Self-Learning

If we use the characteristic function (4.62), then the conditions (4.73) for $M = 2$ (this corresponds to two pattern classes $A$ and $B$) can be written as

$$\nabla u_1 R = M \{ \varepsilon_1(x, u_1, u_2) \nabla u_1 F(\phi(x) - u_1) \} = 0$$

$$\nabla u_2 R = M \{ \varepsilon_2(x, u_1, u_2) \nabla u_2 F(\phi(x) - u_2) \} = 0$$  \hspace{1cm} (4.75)

Now, the problem is to find $u_1 = u_1^*$ and $u_2 = u_2^*$ which satisfy condition (4.75). Let us apply to (4.75) the algorithms of adaptation, or, as it is now appropriate to call them, algorithms of self-learning. Then we formally obtain

$$u_1[n] = u_1[n-1] - \gamma_1[n] \varepsilon_1(x[n], u_1[n-1], u_2[n-1])$$

$$\times \nabla u_1 F(\phi(x[n]) - u_1[n-1])$$

$$u_2[n] = u_2[n-1] - \gamma_2[n] \varepsilon_2(x[n], u_1[n-1], u_2[n-1])$$

$$\times \nabla u_2 F(\phi(x[n]) - u_2[n-1])$$  \hspace{1cm} (4.76)

Of course, these algorithms cannot be immediately applied, as we do not know the characteristic functions $\varepsilon_1$ and $\varepsilon_2$ which appear in the algorithms. However, this difficulty is easily overcome by using condition (4.75). Let us designate

$$f(x, u_1, u_2) = F(\phi(x) - u_1) - F(\phi(x) - u_2)$$  \hspace{1cm} (4.77)

The function $f(x, u_1, u_2)$ is a discriminant function. As it follows from (4.74), this function is equal to zero on the boundary, and it has different signs in
different regions. Its sign can always be determined by setting the specific values of $u_1$ and $u_2$ into (4.77). We can now write the algorithms of self-learning in the final form:

\[
\begin{align*}
    u_1[n] &= u_1[n-1] - \gamma_1[n]V_{u_1}F(\phi(x[n]) - u_1[n-1]) \\
    u_2[n] &= u_2[n-1] \\
    u_1[n] &= u_1[n-1] \\
    u_2[n] &= u_2[n-1] - \gamma_2[n]V_{u_2}F(\phi(x[n]) - u_2[n-1])
\end{align*}
\]  

(4.78)

if

\[
f(x[n], u_1[n-1], u_2[n-1]) \leq 0
\]

(4.79)

and

\[
\begin{align*}
    u_1[n] &= u_1[n-1] \\
    u_2[n] &= u_2[n-1] - \gamma_2[n]V_{u_2}F(\phi(x[n]) - u_2[n-1])
\end{align*}
\]

if

\[
f(x[n], u_1[n-1], u_2[n-1]) > 0
\]

(4.81)

A structural scheme of such a self-learning perceptron is given in Fig. 4.11.

\[\text{Fig. 4.11}\]

4.22 A Generalization

Until now we have been assuming that the loss function for each pattern class depends only on one parameter vector $u_k$ which defines the "center" of that pattern class. The algorithms obtained above can be easily generalized to a more complex case when the loss function of the $k$th pattern class depends
on all the parameters $u_1, \ldots, u_N$, and it varies from one pattern class to another; for instance, when instead of the function $F(\phi(x) - u)$, we choose the function $F(k(x, u_1, \ldots, u_k))$.

If we limit ourselves, as we have been doing already, to the consideration of two pattern classes only, the general loss function can be written by analogy to (4.63) as

$$S(x, u_1, u_2) = \varepsilon_1(x, u_1, u_2)F_1(x, u_1, u_2) + \varepsilon_2(x, u_1, u_2)F_2(x, u_1, u_2)$$ (4.82)

The conditions for the minimum of the average risk are now written as

$$M_x\{\varepsilon_1(x, u_1, u_2)\nabla u_1F_1(x, u_1, u_2) + \varepsilon_2(x, u_1, u_2)\nabla u_1F_2(x, u_1, u_2)\} = 0$$

$$M_x\{\varepsilon_1(x, u_1, u_2)\nabla u_2F_1(x, u_1, u_2) + \varepsilon_2(x, u_1, u_2)\nabla u_2F_2(x, u_1, u_2)\} = 0$$ (4.83)

Hence the algorithms of self-learning can be written in the form

$$u_1[n] = u_1[n-1] - \gamma_1[n]\nabla u_1F_1(x[n], u_1[n-1], u_2[n-1])$$

$$u_2[n] = u_2[n-1] - \gamma_2[n]\nabla u_2F_1(x[n], u_1[n-1], u_2[n-1])$$ (4.84)

when

$$f(x[n], u_1[n-1], u_2[n-1]) = F_1(x[n], u_1[n-1], u_2[n-1])$$

$$- F_2(x[n], u_1[n-1], u_2[n-1]) \leq 0$$ (4.85)

and

$$u_1[n] = u_1[n-1] - \gamma_1[n]\nabla u_1F_2(x[n], u_1[n-1], u_2[n-1])$$

$$u_2[n] = u_2[n-1] - \gamma_2[n]\nabla u_2F_2(x[n], u_1[n-1], u_2[n-1])$$ (4.86)

when

$$f(x[n], u_1[n-1], u_2[n-1]) = F_1(x[n], u_1[n-1], u_2[n-1])$$

$$- F_2(x[n], u_1[n-1], u_2[n-1]) > 0$$ (4.87)

From these algorithms for $F_k(x, u_1, u_2) = F(\phi(x) - u_k)$, $k = 1, 2$, one can obtain the algorithms given in Section 4.21. A structural scheme of the general self-learning perceptron is shown in Fig. 4.12.

### 4.23 Specific Algorithms

We can easily obtain different specific algorithms of self-learning from the general ones by selecting different functions $F_k()$. Let us assume, for instance,

$$F_k(x, u_1, u_2) = \|\phi(x) - u_k\|^2$$ (4.88)

Then, it follows from (4.77) that the discriminant function will have the form

$$f(x, u_1, u_2) = \|\phi(x) - u_1\|^2 - \|\phi(x) - u_2\|^2$$
<table>
<thead>
<tr>
<th>Number</th>
<th>Loss function</th>
<th>Algorithms</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$F_1 = F_1(x, u_1, u_2)$</td>
<td>$u_1[n] = u_1[n-1] - \gamma_1[n] \nabla_{u_1} F_1(x[n], u_1[n-1], u_2[n-1])$</td>
<td>Braverman</td>
</tr>
<tr>
<td></td>
<td>$F_2 = F_2(x, u_1, u_2)$</td>
<td>$u_2[n] = u_2[n-1] - \gamma_2[n] \nabla_{u_2} F_2(x[n], u_1[n-1], u_2[n-1])$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>for $F_1(x[n], u_1[n-1], u_2[n-1]) - F_2(x[n], u_1[n-1], u_2[n-1]) \leq 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$u_1[n] = u_1[n-1] - \gamma_1[n] \nabla_{u_1} F_1(x[n], u_1[n-1], u_2[n-1])$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$u_2[n] = u_2[n-1] - \gamma_2[n] \nabla_{u_2} F_2(x[n], u_1[n-1], u_2[n-1])$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>for $F_1(x[n], u_1[n-1], u_2[n-1]) - F_2(x[n], u_1[n-1], u_2[n-1]) &gt; 0$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$F_1 =</td>
<td></td>
<td>\phi(x) - u_1</td>
</tr>
<tr>
<td></td>
<td>$F_2 =</td>
<td></td>
<td>\phi(x) - u_2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>for $2(u_1^T[n-1] - u_2^T[n-1])\phi(x[n])$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$- (</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$u_1[n] = u_1[n-1]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$u_2[n] = u_2[n-1] + \gamma_2[n] (\phi(x[n]) - u_2[n-1])$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>for $2(u_1^T[n-1] - u_2^T[n-1])\phi(x[n])$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$- (</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$F_1 =</td>
<td></td>
<td>\phi(x) - u_1</td>
</tr>
<tr>
<td></td>
<td>$F_2 =</td>
<td></td>
<td>\phi(x) - u_2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>for $(u_1^T[n-1] - u_2^T[n-1])\phi(x[n]) \geq 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>i.e., for $x \in X_1[n]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$u_1[n] = u_1[n-1]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$u_2[n] = u_2[n-1] - \gamma_2[n](u_2[n-1] - \phi(x[n]))$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>for $(u_1^T[n-1] - u_2^T[n-1])\phi(x[n]) &lt; 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>i.e., for $x \in X_2[n]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_1[n] = \frac{1}{N[n]}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_2[n] = \frac{1}{n - N[n]}$</td>
<td></td>
</tr>
</tbody>
</table>

where $N[n]$ is the number of samples which are from class 1.
or

\[ f(x, u_1, u_2) = -2(u_1^T - u_2^T)\phi(x) + (\|u_1\|^2 - \|u_2\|^2) \]  
(4.89)

In this special case,

\[ \nabla_u F(\phi(x) - u) = -2(\phi(x) - u) \]  
(4.90)

and the algorithms of self-learning (4.78)-(4.81) can be written in the following way:

\[ u_1[n] = u_1[n-1] + 2\gamma_1[n](\phi(x[n]) - u_1[n-1]) \]
\[ u_2[n] = u_2[n-1] \]  
(4.91)

if

\[ -2(u_1^T[n-1] - u_2^T[n-1])\phi(x[n]) + (\|u_1[n-1]\|^2 - \|u_2[n-1]\|^2) \leq 0 \]  
(4.92)

and

\[ u_1[n] = u_1[n-1] \]
\[ u_2[n] = u_2[n-1] + 2\gamma_2[n](\phi(x[n]) - u_2[n-1]) \]  
(4.93)

if

\[ -2(u_1^T[n-1] - u_2^T[n-1])\phi(x[n]) + (\|u_1[n-1]\|^2 - \|u_2[n-1]\|^2) > 0 \]  
(4.94)

A structural scheme of such a self-learning perceptron is shown in Fig. 4.13.

![Fig. 4.13](image)

The other specific algorithms of self-learning can be obtained in an analogous manner. Some of them are given in Table 4.3. The reader can complete this table without difficulty when it is needed.
4.24 Search Algorithms of Self-Learning

If for some reason it is not possible to compute \( V_u F_k(x, u_1, u_2) \) (for instance, due to discontinuity in \( F_k(x, u_1, u_2) \)), then the search algorithms of self-learning can be used. Thus, for \( M = 2 \), from (4.64) and (4.63) we obtain

\[
R = M \{ S(x, u_1, u_1) \}
\]

(4.95)

where the general loss function is defined by the expression (4.82). Let us employ the search algorithm of adaptation (or self-learning) of the type (4.13) in finding the optimal values \( u_1^* \), and \( u_2^* \). In the case under consideration we obtain

\[
u_1[n] = u_1[n - 1] - \gamma_1[n] \tilde{V}_{u_1} S(x[n], u_1[n - 1], u_2[n - 1])
\]

\[
u_2[n] = u_2[n - 1] - \gamma_2[n] \tilde{V}_{u_2} S(x[n], u_1[n - 1], u_2[n - 1])
\]

(4.96)

These algorithms employ the estimates of the gradients

\[
\tilde{V}_{u_1} S(x[n], u_1[n - 1], u_2[n - 1])
\]

\[
= \frac{1}{2a[n]} \left[ S_*(x[n], u_1[n - 1] + e\alpha[n], u_2[n - 1]) - S_0(x[n], u_1[n - 1], u_2[n - 1]) \right]
\]

(4.97)

and

\[
\tilde{V}_{u_2} S(x[n], u_1[n - 1], u_2[n - 1])
\]

\[
= \frac{1}{2a[n]} \left[ S_*(x[n], u_1[n - 1], u_2[n - 1] + e\alpha[n]) - S_0(x[n], u_1[n - 1], u_2[n - 1]) \right]
\]

(4.98)

For obtaining the values of the characteristic functions \( \epsilon_i(x, u_1, u_2) \) and \( \epsilon_2(x, u_1, u_2) \) which appear in the estimates of the gradients (4.97) and (4.98) we use the same method we used in Section 4.21. The pairs of values \( u_1[n - 1], u_2[n - 1] \); \( u_1[n - 1] + e\alpha[n], u_2[n - 1] \); and \( u_1[n - 1], u_2[n - 1] + e\alpha[n] \) for given \( x[n] \) are used in the expression of the discriminant function (4.77). If the value of the discriminant function is negative, \( \epsilon_1 = 1 \) and \( \epsilon_2 = 0 \), and if it is positive, \( \epsilon_1 = 0 \) and \( \epsilon_2 = 1 \).

4.25 Discussion

The algorithms of self-learning differ from the algorithms of training by having two "vector" algorithms instead of one. These two algorithms replace each other according to the signs of the discriminant function \( f(x[n], u_1[n - 1], u_2[n - 1]) \) in which the parameters \( u_1 \) and \( u_2 \) become more accurate after each observed pattern. This compensates for an apparent
nonexistence of the evaluations by a teacher. However, a teacher actually exists in this case; his role is great even in the solution of a problem of self-learning. It is not difficult to discover that the role of a teacher appears in the selection of the penalty function made earlier. As it was shown above, the penalty function also defines the discriminant function uniquely.

Therefore, as we have discussed in Sections 4.14-4.24, self-learning is not, as it was sometimes considered to be, learning without a teacher. It is more similar to learning by correspondence where the student cannot continuously receive a qualified help or ask questions. Instead, he must use only methodical instructions (frequently very obsolete and sometimes of a questionable quality). Do not these methodical instructions remind us of the original definition of a penalty function?

4.26 Certain Problems

For practical applications of different algorithms of training, it is necessary to compare such algorithms not only according to the length of the "training" sequence but also according to the noise immunity. It would also be important to explain which functions $\phi_v(x)$ yield both a good approximation and a simple realization of the system. It would be interesting to discover how the accuracy of approximation depends upon the number of functions $\phi_v(x)$ ($v = 1, \ldots, N$), and also to estimate the "training" time. Of course, it is only reasonable to do it for specific functions $\phi_v(x)$.

4.27 Conclusion

We have established that different approaches to the solution of the problem of learning in pattern recognition differ from each other only by the selection of approximating functions, the form of the functional, and the manner in which such a functional is minimized. Therefore, it can be stated that an era of intuitive searches for the algorithms of training (at least of recursive algorithms) and of the inventive discoveries of such algorithms has passed. This is not extremely sad. Instead of a secret charm of artificial intelligence, which existed in many works on learning in pattern recognition, the problem of learning has now been reduced to a common problem of approximation. This is the reason for the present explanation of the sufficiently simple character of self-learning. It is true that we still cannot effectively use approximations but simple geometric representations allow us to penetrate even this seemingly mystic area. Therefore, the era of mystery and mysticism, even if it has not already passed, is definitely passing. But this should not cause despair. It happens thus often in science. As soon as a certain fact is clearly understood, its content begins to seem (perhaps only seem) trivial. We do not want to imply by this that the problem of training in pattern recognition, and thus of self-learning, is completely solved. Let us mention that the problem would
actually be solved if we had limited ourselved to the formulation of the problem given above. By such a formulation, we have bypassed many difficulties in obtaining the complete solution of the problem.

The basic difficulty in the solution of this problem is to discover a universal method for obtaining useful features. However, we cannot rush into the search for such a universal method. This is true not only because we have to solve some immediate problems of adaptation, but because it is not yet known whether such a method exists at all.

COMMENTS

4.1 The fact that pattern recognition is the first stage in information processing was often emphasized by Harkevich (1959, 1965). One can spend much time reading about the discussions on the topic “man or a machine.” The author has become familiar with such discussions by reading the books by Taube (1961) and Kobrinskii (1965), and he recommends them to the reader. The special problems in pattern recognition were treated in the books by Sebestyen (1962b) and Nilsson (1965).

4.2 The hypothesis of compactness was proposed by Braverman (1962). Its more rigorous form, obtained after a long period of time, is known as the hypothesis of representation, which is discussed in Section 4.5.

4.3 Similar functionals were introduced by Yakubovich (1965) for the quadratic loss functions, and by the author (Tsypkin, 1965b, 1966) for the general case.

4.4 Approximation of an arbitrary function using a system of linearly independent or orthogonal functions is broadly used in the solution of various engineering problems. The approach presented here is based on the correspondence by the author (Tsypkin, 1965a) and the paper by Devyaterikov et al. (1967).

The algorithms of the type (4.12) for certain particular cases ($F(\cdot)$ is either a linear or relay type of function) were described by Aizernian et al. (1964a) on the basis of their potential function method. Furthermore, they have also obtained the algorithms of the type (4.9) from such algorithms. According to the terminology of Aizernian et al. (1964a), the algorithms of the type (4.12) correspond to the “machine realization” and the treatment of the problem in the original space, while the algorithms of the type (4.9) correspond to the “perceptron realization” and the treatment of the problem in the “rectified” space. It follows from the results presented in Section 4.4 that these realizations are equivalent to each other.

4.5 The “hypothesis of compactness” was introduced by Aizerman et al. (1964a–c). We shall mention that they have proven the convergence of their algorithms only in probability when the system of function $\phi_v(x)$ ($v = 1, \ldots, N$) is assumed to be orthonormal. In particular, condition (4.19) was obtained in the second of the mentioned references. Braverman (1965) has removed one of the constraints and proved the convergence with probability one. The approach presented here does not require the hypothesis of representation, and the convergence with probability one, i.e., almost sure convergence, is proved.

4.6 Much has been written about Rosenblatt’s perceptron. We shall mention here only those publications which are most interesting from the viewpoint of our approach. First of all, these are the works by Rosenblatt (1962a, b, 1964). Important facts about perceptrons
Comments

4.7 The presented results are based on the work by Devyaterikov et al. (1967). The algorithms listed in Table 4.1, which represent the special cases of the general algorithm of learning correspond to the algorithms discovered by different authors for the past several years.

Algorithms 1-4 in Table 4.1 were obtained by Aizerman et al. (1964a-c). Yakubovich has obtained the algorithms of learning similar to algorithms 1 and 3 in Table 4.1. He has introduced the concepts of $C$- and $L$-optimality, and has given a comparison of these algorithms.

Shaikin (1966) has shown that algorithm 4 in Table 4.1 guarantees the convergence of $e[n]$ in probability to the vector $e^*$ when the hypothesis of representation is satisfied. In that case, the mean square error is equal to zero. A simplification of the proof of convergence of this algorithm (with the help of a result by Dvoretzky regarding the stochastic approximations) was obtained relatively recently by Blaydon (1966).

The idea of obtaining the search algorithm presented here was first described by D.B. Cooper (1964) (see also Bialasiewicz (1965, 1966) and Leonov (1966)).

4.9 The algorithms of the type (4.30) were obtained by Vapnik et al. (1963) on the basis of their concept of generalized portrait (see also Vapnik and Chervonenkis (1964, 1966a, b)).

4.10 Algorithm (4.31) with $\gamma = \text{const}$ was obtained by Aizerman et al. (1964a). In a slightly different form, it was obtained earlier by Novikoff (1963) (see Section 4.12).

4.11 The substitution of the system of inequalities by the system of equalities was used slightly differently by Ho and Kashyap (1965, 1966).

4.12 See also the paper by Devyaterikov et al. (1967). Algorithm (4.42), when $\Gamma$ is a matrix, was investigated by Novikoff (1963). Very interesting results regarding the convergence of the algorithms and the usage of the same samples periodically repeated were given by Litvakov (1966).

4.13 Certain results of learning in pattern recognition will now be considered. The perceptrons, and especially Widrow's (1963, 1964, 1966) perceptrons of the "adaline" type, were used for weather prediction, speech recognition, diagnosis, recognition of handwriting, and also as a learning device (Widrow, 1959). The results of such applications are also very interesting. In the first case, measurements of barometric pressure at different points were presented (after coding) at the input of the perceptron. The output of the perceptron corresponded to the answer—it will or it will not rain. A system of three perceptrons was used. The prediction of rain was made for three intervals of 12 hours:

I  Today  from 8.00 A.M. to 8.00 P.M.
II Today  from 8.00 P.M. to 8.00 A.M.
III Tomorrow  from 8.00 A.M. to 8.00 P.M.

The measurements were performed at 4 o'clock in the morning of the first day. In the experiment, the information was given in three different ways: A, the "today's" chart of the pressure at 4 o'clock in the morning; B, the "today's" and "yesterday's" charts
obtained at 4 o'clock in the morning; C, the "today's" chart and the difference between the today's and yesterday's pressure. The experiments were conducted during 18 days. The results are given in the table below.

<table>
<thead>
<tr>
<th>Official forecast</th>
<th>I (78)</th>
<th>II (89)</th>
<th>III (67)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>72</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>B</td>
<td>78</td>
<td>78</td>
<td>78</td>
</tr>
<tr>
<td>C</td>
<td>78</td>
<td>89</td>
<td>83</td>
</tr>
</tbody>
</table>

It is necessary to emphasize the success of this experiment, especially since only information about pressure was used.

In the second case, a word from a microphone was applied to eight bandpass filters distributed over the acoustic range of the spectrum. The output signal of these filters (proportional to the spectral energy) was then quantized, coded and transformed into impulses and as such applied to the input of the perceptron. In a typical experiment, the output of each filter was split on four levels. Ten impulses would then correspond to each word, and each level would be represented by a 3-bit code so that $8 \times 3 \times 10 = 240$ bits would correspond to each word. The perceptron was trained on the voice of one person. After a period of training (in which ten samples of each word of one person were used), the perceptron understood new samples of the same words (and of the same person) with an accuracy of 98% or better. When another person was speaking, the accuracy was of the order of 90%.

For diagnosis based on the electrocardiogram (EKG), three tracks were recorded simultaneously so that the phase information was also available. This information was given at the input of the perceptron in intervals of 10 msec. After 100 impulses, a medical doctor, who was also an EKG specialist, decided whether the conclusion "healthy" or "ill" was correct. The results of the experiment are presented in the table below.

<table>
<thead>
<tr>
<th>Results</th>
<th>&quot;Healthy&quot; (27 cases)</th>
<th>&quot;Ill&quot; (30 cases)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctor's conclusion</td>
<td>95</td>
<td>54</td>
</tr>
<tr>
<td>Perceptron's conclusion</td>
<td>89</td>
<td>73</td>
</tr>
</tbody>
</table>

A perceptron based on the idea of a generalized portrait was used for investigation of oil wells. According to Vapnik et al. (1965), twelve parameters were used to describe each one of 104 layers of small thickness. From these 104 layers, 23 layers containing oil and 23 layers containing water, i.e., 46 layers, were used for learning. After a period of learning, there were no errors made in classifying the layers. In classifying 180 layers of greater thickness (45 of them were used for learning with the earlier found generalized portrait), a number of layers containing water were taken as layers containing oil. The details can be found by the reader in the mentioned paper, and also in the paper by Gubernian et al. (1966), in which the algorithms proposed by M.M. Bongrad, A.G. Frantsuz and others were also used for the same purpose.

Interesting results were obtained by Kozinets (1966) in recognizing handwriting, and also by Yakubovich (1963) in recognizing profiles (contours). Many works have been devoted to the recognition of letters and numerals, printed and handwritten. We shall not distract the reader with these results. Surveys of the works describing pattern recognition devices have been written by Sochivko (1963, 1964).
4.15 The problem of restoring probability density function was treated by Frolov and Chentsov (1962), Chentsov (1962), Kirillov (1959) and Aizerman et al. (1964). We, like the authors of these works, put aside the questions of normalizing $p(x)$.

4.16 The algorithms obtained by the author (Tsypkin, 1965a, 1967) are presented here. The modified algorithms (of the type (4.55)) were proposed by Nikolic and Fu (1966b). Their statement that the modified algorithms converge faster than the ordinary algorithms was incorrect.* This was clarified by V.S. Pugachev and the author in their evaluation of the nature of modified algorithms.

4.17 A survey of the principles of self-learning in pattern classification under sufficiently complete information can be found in the paper by Spragins (1966). This survey paper is recommended to the reader who is interested in different special approaches. The papers by D.B. Cooper (1964), P.W. Cooper (1962) and Patrick and Hancock (1965, 1966) follow such directions. The self-learning of the type of a "trustful optimist" or of an "untrusting pessimist," and also its combinations, were studied by Widrow (1966). A more general variational formulation of the problem of self-learning belongs to Shlezinger (1965).

4.18 The functionals of the type of the average risk (4.61) for the quadratic loss function were actually considered in the already mentioned paper by Shlezinger (1965), and also (in slightly different terms) in the paper by Braverman (1966).

4.19 In computing the variation of the average risk, we have used the results which can be found in the textbook of Gelfand and Fomin (1963), and in the paper by Elman (1966).

4.23 Special recursive algorithms of self-learning were discussed in a number of papers. In the papers by Dorofeyuk (1966) and Braverman and Dorofeyuk (1966), certain algorithms of self-learning were obtained on the basis of concepts related to the potential function method. Such a heuristic way of constructing algorithms leaves something to be desired. Special types of functionals were introduced by Shlezinger (1965) and Braverman (1966), and their minimization was supposed to lead to the algorithms of self-learning. By minimizing the average risk, Braverman has obtained the recursive algorithms listed in Table 4.3 after long and complex considerations.

Although the algorithms (4.91)-(4.94) differ externally from those obtained by Braverman (1966), all these algorithms are actually equivalent. In the algorithms presented here, a relationship which exists between the coefficients of the discriminant function and which, for some reason, was not taken into consideration by Braverman, was used here. We shall also mention that the constraints imposed by him on $\gamma_1$ and $\gamma_2$ in order to prove the convergence of the algorithm of self-learning can be relaxed. It appears that of nine conditions, it is sufficient to satisfy only the first two, i.e., the ordinary conditions for the convergence of the probabilistic iterative methods (3.34a). Shlezinger has actually solved the problem in two steps. The probability density function of the mixture, $p(x)$, is first restored (estimated), and then it is assumed that an iterative method can be applied to the equation which defines the center of gravity of the sought regions. Shlezinger has not given this algorithm in an explicit form. However, he has written a recursive formula without any special justifications, which is similar to our algorithms if $F'(\cdot)$ is assumed to be linear and constant.

The solutions of the problem of self-learning presented in Sections 4.18-4.23 were given by the author and Kelmans (Tsypkin and Kelmans, 1967).
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IDENTIFICATION

5.1 Introduction

The problem of identification or, more appropriately, the problem of finding the characteristics of the controlled objects (plant characteristics) and of the control actions, is one of the basic problems in the design of automatic control systems. In deterministic problems, the control actions and the plant characteristics are usually found on the basis of theoretical investigations, definite hypothesis or experimental data. In statistical problems, probabilistic descriptions of external actions (probability density functions, correlation functions, spectral densities, etc.) are obtained on the basis of an ensemble of such actions, and the plant characteristics (equations, time characteristics, etc.) are found using well-known statistical methods, but again after processing a number of sample functions.

In the problems related to the applications of adaptation, these methods are not suitable since they need special actions (test signals), a long time for observation and processing, and, generally speaking, laboratory conditions.

For solving the problems of adaptation in the systems of automatic control, it is necessary to be able to determine the current characteristics of the control actions and the controlled plants. In other words, these characteristics have to be estimated during the process of normal operations, and in such a manner that the estimates can be directly used for an improvement of that normal operation.

The following two problems must be distinguished in an identification process:
The problem of determining the structure and the parameters of the plant.

The problem of determining the plant parameters for a given or an assumed structure.

If the first problem has to deal with a "black," nontransparent box, then the second is related to a "gray," semitransparent one. Any information about the possible plant structure, or a sufficiently general permissible structure can considerably accelerate the process of estimation. Therefore, as it is usually done in practice, the main attention will be given to the second problem.

In this chapter, it will be shown that the problems of identification can be observed from the same standpoint as the problems of pattern recognition (Chapter 4). Various examples of estimating the mean values, dispersions and correlation function, characteristics of nonlinear elements and plants with both lumped and distributed parameters, will serve as good illustrations of the solutions to the simplest identification problems.

5.2 Estimation of the Mean Value

In order to clarify both the physical meaning and a number of properties of the algorithms of adaptation, we begin with the simplest problem—estimation of the mean value of a random variable:

\[ x = c^* + \xi \]  

(5.1)

where \( c^* \) is an unknown constant, and \( \xi \) is noise with zero meaning and finite variance. This problem appears, for instance, in the processing of measurement results and in the extraction of a constant signal from a background noise. The observed quantity \( x \) is the only quantity which can be measured and processed.

If the error (sometimes called noise) is uniformly distributed, the best estimate after \( n \) observations is the arithmetic mean:

\[ c[n] = \frac{1}{n} \sum_{m=1}^{n} x[m] \]  

(5.2)

By substitution of \( x[m] \) from (5.1) into (5.2), we obtain

\[ c[n] = c^* + \frac{1}{n} \sum_{m=1}^{n} \xi[n] \]  

(5.3)

From here, it follows that the influence of the noise decreases with an increase in the number of observations, and that the estimate \( c[n] \) converges to the sought value \( c^* \).
5.3 Another Approach

We now modify the estimator (5.2):

\[ c[n] = \frac{n - 1}{n} \left( c[n - 1] + \frac{1}{n - 1} x[n] \right) \]  \hspace{1cm} (5.4)

or

\[ c[n] = c[n - 1] - \frac{1}{n} (c[n - 1] - x[n]) \]  \hspace{1cm} (5.5)

Condition (5.5) shows that the influence of new information \( x[n] \) decreases with increase of \( n \), since the weighting coefficient, \( 1/n \), is inversely proportional to the number of observations. Therefore, \( c[n] \) converges to \( c^* \). This fact is frequently proven in practice; we must base our solutions on the past experiments, and not give excessive weight to new information which can cause great variations. The formulas of the type (5.5) have been used for a long time in the adjustments of precision devices and in firing weapons. They have the form of a rule: \( n \)th adjustment is equal to \( 1/n \) of the total deviation.

5.3 Another Approach

We shall now look at this problem from another point of view, and apply to it the algorithms of adaptation. It follows from (5.1) that

\[ c^* = M\{x\} \]  \hspace{1cm} (5.6)

if the mean value of the noise is equal to zero. As in the case of the restoration (estimation) of probability density function and the moments (Section 4.16), we rewrite (5.6) as

\[ M\{c - x\} = 0 \]  \hspace{1cm} (5.7)

We now apply to this relationship the algorithm of adaptation (3.9). By setting \( \nabla_c Q(x, c) = c - x \), we find

\[ c[n] = c[n - 1] - \gamma[n] (c[n - 1] - x[n]) \]  \hspace{1cm} (5.8)

and for \( \gamma[n] = 1/n \) we obtain the algorithm (5.5) given earlier. Therefore, using algorithms of adaptation, we obtain in particular the result which was reached in the preceding paragraph on the basis of simple physical considerations. At the same time, the values \( \gamma[n] = 1/n \) are optimal with respect to the least square error criterion.

By using the modified algorithms (3.41) and (3.42) instead of (5.8), we can obtain

\[ c[n] = c[n - 1] - \gamma[n] \left( c[n - 1] - \frac{1}{n} \sum_{m=1}^{n} x[m] \right) \]  \hspace{1cm} (5.9)

This algorithm gives smoother variations of \( c[n] \) as \( n \) increases.
Identification

The block diagrams of the systems which realize the algorithms of adaptation (5.8) and (5.9), i.e., which estimate the mean values, are shown in Figs. 5.1 and 5.2, respectively. They, as we already know from Section 4.16, are linear discrete systems with variable gain coefficients. The difference between these systems is that in the second system we have additional processing (averaging) of $x[n]$.

5.4 Estimation of the Variance

The variance of a stationary random process is defined by

$$\sigma^2 = M\{(x - c*)^2\}$$

(5.10)

where the mean value

$$c^* = M\{x\}$$

(5.11)

If the mean value is a priori known, then, since (5.10) differs from (5.6) only in notation, we can immediately use the algorithm of adaptation (5.8) with the corresponding substitution of symbols:

$$\sigma^2[n] = \sigma^2[n - 1] - \gamma[n] [\sigma^2[n - 1] - (x[n] - c*)^2]$$

(5.12)

The system which realizes this algorithm (Fig. 5.3) differs from the discrete system for estimation of the mean value (Fig. 5.1) by the presence of a
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squaring device at the input and a comparator for the algebraic addition of the signals.

But usually the mean value \( c^* \) is unknown to us. In such cases we can simultaneously form the estimates \( \sigma^2[n] \) and \( c[n] \) by using (5.10) and (5.11). We then obtain two algorithms which are dependent on each other:

\[
\begin{align*}
\sigma^2[n] &= \sigma^2[n - 1] - \gamma[n][\sigma^2[n - 1] - (x[n] - c[n])^2] \\
c[n] &= c[n - 1] - \gamma_1[n][c[n - 1] - x[n]]
\end{align*}
\] (5.13)

The discrete system which realizes these algorithms is shown in Fig. 5.4. This system does not require any special explanations since it represents a combination of discrete systems for the estimation of the variance (Fig. 5.3) and of the mean value (Fig. 5.2).

If the mean value is equal to zero (\( c^* = 0 \)), we obtain a simpler algorithm from (5.12),

\[
\begin{align*}
\sigma^2[n] &= \sigma^2[n - 1] - \gamma[n][\sigma^2[n - 1] - x^2[n]] \\
c[n] &= c[n - 1] - \gamma_1[n][c[n - 1] - x[n]]
\end{align*}
\] (5.14)

which is realized by a discrete system, shown in Fig. 5.3 for \( c^* = 0 \). The optimal value \( \gamma[n] \) is equal to \( 1/n \) in this case.
In the continuous case, when \( x(t) \) is a stationary random process, we have to use continuous algorithms of adaptation (3.28), which for \( c^* = 0 \) take the form

\[
\frac{d\sigma^2(t)}{dt} = -\gamma(t)[\sigma^2(t) - x^2(t)]
\]  

(5.15)

A continuous system analogous to the discrete system shown in Fig. 5.3 (the digrator is replaced by a continuous integrator) corresponds to this algorithm.

5.5 Discussion

Let us now discuss briefly the physical meaning and an interpretation of the algorithms for the estimation of the variance. Of course, all this will be equally true for the estimation of the moments in general. Let us define the "current" variance

\[
\sigma^2(t) = \frac{1}{t} \int_0^t x^2(t) \, dt
\]

(5.16)

where \( x(t) \) is a stationary random process. Obviously,

\[
\sigma^2 = \lim_{t \to \infty} \sigma^2(t)
\]

(5.17)

if such a limit exists. By differentiating both sides of (5.16) with respect to \( t \), we obtain the equation

\[
\frac{d\sigma^2(t)}{dt} = -\frac{1}{t} (\sigma^2(t) - x^2(t))
\]

(5.18)

But this equation is identical to algorithm (5.15) when \( \gamma(t) = 1/t \). In a similar fashion we can obtain the discrete algorithm (5.15) if we define

\[
\sigma^2[n] = \frac{1}{n} \sum_{m=1}^{n} x^2[m]
\]

(5.19)

and take the first difference \( \Delta \sigma^2[n - 1] = \sigma^2[n] - \sigma^2[n - 1] \). It follows that the "current" variance (5.16) or (5.19) can be considered as a solution of the corresponding differential equation (5.15) or difference equation (5.14) for a special choice of \( \gamma \), which define the algorithms for estimation of the variance. This simple fact shows that the adaptive approach in the considered case has replaced an impossible operation of ensemble averaging by a possible operation of averaging with respect to time. This substitution corresponds to the processing of information as it arrives, and it is valid for ergodic stationary processes.
5.6 Estimation of Correlation Functions

The cross-correlation function, which plays an important role in modern automatic control and radiophysics, is defined for a fixed value $\tau = \tau_0$ by the following expression

$$R_{yx}(\tau_0) = M\{y(t)x(t - \tau_0)\}$$  \hspace{1cm} (5.20)

In estimating $R_{yx}(\tau)$, we can use, for instance, the continuous algorithms of the type (5.15). Let the "current" cross-correlation be designated by $R_{yx}(\tau_0, t) = c(t)$. We then obtain

$$\frac{dc(t)}{dt} = -\gamma(t)(c(t) - y(t)x(t - \tau_0))$$ \hspace{1cm} (5.21)

or, in a more convenient form,

$$T_0(t) \frac{dc(t)}{dt} + c(t) = y(t)x(t - \tau_0)$$ \hspace{1cm} (5.22)

where

$$T_0(t) = \frac{1}{\gamma(t)}$$ \hspace{1cm} (5.23)

is the time-varying "time constant."

Algorithm (5.22) permits a simple physical realization. The signals $y(t)$ and $x(t - \tau_0)$ are the input signals to a multiplier, and at the output of the multiplier is a resistor-capacitor (RC) circuit with the resistance varying according to $1/\gamma(t)$ (Fig. 5.5).
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In the case of a continuous modified algorithm for estimation of cross-correlation functions, instead of (5.21) we have

$$\frac{dc(t)}{dt} = -\gamma(t)\left[c(t) - \frac{1}{t} \int_0^t y(t)x(t - \tau_0) \, dt\right]$$ \hspace{1cm} (5.24)

or

$$T_0(t) \frac{dc(t)}{dt} + c(t) = z(t)$$ \hspace{1cm} (5.25)
where
\[ z(t) = \frac{1}{t} \int_0^t y(t)x(t - \tau_0) \, dt \]  \hspace{1cm} (5.26)

By differentiating (5.26) with respect to \( t \), we obtain
\[ t \frac{dz(t)}{dt} + z(t) = y(t)x(t - \tau_0) \]  \hspace{1cm} (5.27)

Therefore, the modified algorithm (5.24) can be presented in the form of two simple algorithms (5.25) and (5.27). The scheme which realizes modified algorithms consists of a multiplier and a cascade of two decoupled RC circuits with variable resistances (Fig. 5.6). In this case, we have double averaging which naturally leads to a smoother variation of \( c(t) \) with increasing \( t \). It is not difficult to show that for \( \gamma(t) = 1/t \), the modified algorithm minimizes the sum of the variance of the estimate and its weighted derivative.

Although the schemes shown in Figs. 5.5 and 5.6 provide the estimates of cross-correlation functions, it is clear that similar schemes can be used for obtaining the estimates of the mean values, variances and moments. In order to achieve this, it is only necessary that the multiplier be replaced by a linear or nonlinear transformer.

5.7 Estimation of the Characteristics of Nonlinear Elements

When speaking of nonlinear elements, we have in mind nonlinear elements without inertia or the functional transformers which in general have an arbitrary number of inputs and a single output. The characteristics of a nonlinear element,
\[ y = f(x) \]  \hspace{1cm} (5.28)
are determined by estimating the function \( f(x) \) on the basis of observations of the input \( x \) and the corresponding output variable \( y \).

If the function \( f(x) \) is approximated by a sum of linearly independent functions \( c^T \phi(x) \), as in earlier chapters, then the algorithms considered previously provide the solution to the posed problem. We shall not discuss such algorithms again.
A reader who is interested in the problem of determining the characteristics of nonlinear elements is asked to look at the algorithms listed in Tables 4.1 and 4.2 of the preceding chapter. If we assume now that \( y \) can take any arbitrary value and not only the values \( \pm 1 \) as before, such algorithms can be used for finding the characteristics of the nonlinear elements. In the problem under consideration, the "perceptron" schemes which were used for the realization of the mentioned algorithms now play a role of adaptive nonlinear transformers for the estimation of nonlinear characteristics.

In a number of cases the form of the characteristics of a nonlinear element may be known except for a vector of unknown parameters. Then naturally, the approximating function should be

\[
\hat{f}(x) = f_0(x, c)
\]  
(5.29)

where \( c \) is an \( N \)-dimensional vector of parameters.

The mathematical expectation of a strictly convex function of the difference \( f(x) - \hat{f}(x) \) is used as a measure of error in the approximation:

\[
J(c) = M_x\{F(y - f_0(x, c))\}
\]  
(5.30)

The gradient is equal

\[
\nabla_c F(y - f_0(x, c)) = -F'(y - f_0(x, c))\nabla_c f_0(x, c)
\]

Therefore, the algorithm of adaptation for estimating the parameters can be written

\[
c[n] = c[n - 1] + \gamma[n]F'(y[n] - f_0(x[n], c[n - 1]))\nabla_c f_0(x[n], c[n - 1])
\]  
(5.31)

or

\[
\frac{dc(t)}{dt} = \gamma(t)F'(y(t) - f_0(x(t), c(t)))\nabla_c f_0(x(t), c(t))
\]  
(5.32)

The block diagram realizing this algorithm is shown in Fig. 5.7.
5.8 Estimation of the Coefficient of Statistical Linearization

In the statistical analysis of nonlinear systems, a nonlinear element is frequently replaced by a linear element that is specified by an equivalent gain coefficient or a so-called coefficient of statistical linearization. In that case, the probability density of the input stationary variable is assumed to be constant. Using the algorithms of adaptation, we can remove this essential assumption and obtain a general procedure that is appropriate for any measure of approximation and not only a quadratic one.

We shall approximate the characteristic \( y = f(x) \) in (5.29) by a linear function \( kx \). The coefficient \( k \) is selected in such a way that

\[
J(k) = M\{F(y - kx)\}
\]

is minimized. Here, \( F(\cdot) \) is a strictly convex function.

The gradient of the realization is then simply the derivative

\[
\frac{d}{dk} F(y - kx) = -F'(y - kx)x
\]

Using the continuous algorithms of adaptation (3.28), we obtain

\[
\frac{dk(t)}{dt} = \gamma(t)F'(y(t) - k(t)x(t))x(t)
\]

When the conditions of convergence are satisfied, \( k(t) \) converges almost surely to the equivalent coefficient \( k^* \). A scheme of the continuous system realizing this algorithm is shown in Fig. 5.8.
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5.9 Special Cases

For a given function \( F(\cdot) \), we obtain a particular algorithm of adaptation. If \( F(\cdot) \) is a quadratic function, algorithm (5.35) defines the statistical coefficient of linearization, and when \( x(t) = a \sin (\omega t + \phi) \), where the phase angle \( \phi \) is a random variable, we obtain the well-known harmonic coefficient of linearization.
We shall now select the functional

$$J(k) = M\{ |y - kx| \}$$  \hspace{1cm} (5.36)

Since

$$F'(y - kx) = \text{sign} (y - kx)$$  \hspace{1cm} (5.37)

it follows from (5.35) that

$$\frac{dk(t)}{dt} = \gamma(t)x(t) \text{sign} (y(t) - k(t)x(t))$$  \hspace{1cm} (5.38)

This algorithm is realized by the block diagram shown in Fig. 5.8, where the relay characteristic corresponds to $F'(\cdot)$ defined by (5.27). The functional (5.36) characterizes a measure of the absolute error of approximation. Unlike (5.36), the functional

$$J(k) = M\left( \frac{|y - kx|}{x} \right)$$  \hspace{1cm} (5.39)

defines not an absolute but a relative error of approximation; since in this case

$$\frac{d}{dk} \left| \frac{y - kx}{x} \right| = - \text{sign} x \cdot \text{sign} (y - kx)$$  \hspace{1cm} (5.40)

the algorithm of adaptation has the form

$$\frac{dk(t)}{dt} = \gamma(t) \text{sign} x \cdot \text{sign} (y - kx)$$  \hspace{1cm} (5.41)

The algorithm of adaptation (5.41) is much simpler than (5.38) since it does not contain the operation of multiplication by $x(t)$. This algorithm is realized using a relay, as can be seen in Fig. 5.9. Of course, the optimal values $k^*$ obtained by these algorithms are, in general, different, i.e., they correspond to different criteria of optimality, and thus these algorithms cannot substitute for each other.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig59.png}
\caption{Fig. 5.9}
\end{figure}
5.10 Description of Dynamic Plants

The behavior of nonlinear dynamic plants can be described in a general case either by a nonlinear difference equation of the \( I \)th order,

\[
x[n] = f(x[n - 1], \ldots, x([n - l]; u[n - 1], \ldots, u[n - l_1])
\]

(5.42)

where \( x[n] \) are input and \( u[n] \) are output variables (scalar functions), or by a system of nonlinear difference equations of the first order,

\[
x[n] = f(x[n - 1], u[n - 1])
\]

(5.43)

where

\[
x[n] = (x_1[n], \ldots, x_i[n]) \quad u[n] = (u_1[n], \ldots, u_i[n])
\]

are vectors of input and output variables of the plant. Although we can always obtain (5.43) from (5.42), equation (5.43) is more general, since it includes even the case when the number of control actions is greater than one.

These difference equations correspond either to continuous plants controlled by digital computers or to discrete systems. Under specific conditions, these difference equations can serve as approximate descriptions of the continuous systems.

Instead of the difference or the differential equations, it is frequently convenient to describe nonlinear dynamic objects (plants) by a Volterra series:

\[
x[n] = \sum_{m=0}^{\infty} k_1[m]u[n - m] + \sum_{m_1=0}^{\infty} \sum_{m_2=0}^{\infty} k_2[m_1, m_2]u[n - m_1]u[n - m_2] + \cdots + \sum_{m_1=0}^{\infty} \cdots \sum_{m_r=0}^{\infty} k_r[m_1, \ldots, m_r]u[n - m_1] \cdots u[n - m_r] + \cdots
\]

(5.44)

Relationship (5.44) can be considered as an approximation of the corresponding Volterra series in which the sums are replaced by the integrals and the variables are continuous. If we take only the first term of the Volterra series (5.44), we obtain the equations of a linear system.

The identification of dynamic plants consists of finding the equations of the object which relate the input and the output variables. We shall now apply the adaptive approach to the identification of various dynamic plants.

5.11 Identification of Nonlinear Plants I

The identification of nonlinear dynamic plants which are described by difference equations do not appear to be more complicated than the procedure for obtaining the characteristics of nonlinear elements without inertia.
5.12 Identification of Nonlinear Plants II

Naturally, we must now know the assumed order $l$ of the difference equation of the plant. If $l$ is chosen to be large, the number of computations grows faster than the accuracy of estimation. Therefore, we pose the problem in the following way: For given $l$ we have to determine in the best possible manner the difference equations of the dynamic plant.

In solving this problem, we introduce an $(l + l_1)$-dimensional vector—the situation vector $z[n]$: 

$$z[n] = (x[n - 1], \ldots, x[n - l]; u[n - 1], \ldots, u[n - l_1]) \quad (5.45)$$

Then, the difference equation (5.42) is written in more compact form

$$x[n] = f(z[n]) \quad (5.46)$$

which was discussed in the previous chapter. Therefore, it is reasonable to use the well-known formula

$$f(z) \approx \hat{f}(z, c) = c^T\phi(z) \quad (5.47)$$

for approximation of the right-hand side of (5.46). But this problem differs from the problems of learning in pattern recognition. As it can be seen from (5.45), the vectors $z[n]$ ($n = 0, 1, 2, \ldots$) cannot be statistically independent. We shall assume that they are stationary random sequences or processes. In this case, the algorithms of adaptation are applicable and we can determine the best estimate of $c$, and thus of the function $f(z)$, using the algorithms of learning similar to (4.9). For instance, we can use the algorithm

$$c[n] = c[n - 1] + \gamma[n]F'(x[n] - c^T[n - 1]\phi(z[n]))\phi(z[n]) \quad (5.48)$$

and the corresponding “perceptron” scheme (Fig. 4.1).

The simple perceptrons as well as the search perceptrons can be considered to be the models of the plant; the parameters of these models are changing in such a manner that at the end, its dynamic properties differ little from the plant. Therefore, in the problem of identification of plants, the perceptrons play a role of an adjustable model.

5.12 Identification of Nonlinear Plants II

In many cases it is considerably more convenient and more natural to describe the plant by a system of nonlinear difference equations (5.43). In such a case, the output variable is not a scalar, as it was in (5.42), but a vector. This type of equation necessitates a certain modification of the identification method described above.
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We shall approximate each component of the vector function \( f(x, u) \) by a finite sum

\[
\hat{f}_\mu(x, u, c) = \sum_{\nu=1}^{N} c_\nu \phi_{\mu\nu}(x, u) \quad (\mu = 1, \ldots, l) \tag{5.49}
\]

or in the vector form

\[
\hat{f}(x, u, c) = \Phi(x, u)c \tag{5.50}
\]

where

\[
\Phi(x, u) = \|\phi_{\mu\nu}(x, u)\| \quad (\mu = 1, \ldots, l; \nu = 1, \ldots, N)
\]

is an \( l \times N \) matrix of linearly independent functions \( \phi_{\mu\nu}(x, u) \).

The problem of identifying a plant is then reduced to one of minimizing the mathematical expectation

\[
J(c) = M\{F(x[n] - \Phi(x[n - 1], u[n - 1])c)\} \tag{5.51}
\]

with respect to vector \( c \), where \( F(\cdot) \) is a strictly convex function.

We shall now apply the search algorithm of adaptation (3.15) to the functional (5.15). In the case under consideration this leads to the following algorithm:

\[
c[n] = c[n - 1] - \gamma[n]\nabla_c F(x[n], u[n - 1], c[n - 1], a[n]) \tag{5.52}
\]

In fact, since the function \( F(\cdot) \) is strictly convex and usually differentiable, it is better to use the algorithm of adaptation (3.9) in the solution of the posed problem.

The gradient is

\[
\nabla_c F(x[n] - \Phi(x[n - 1], u[n - 1])c) = -\Phi^T(x[n - 1], u[n - 1])VF(x[n] - \Phi(x[n - 1], u[n - 1])c) \tag{5.53}
\]

By applying the algorithm of adaptation to (5.51), we find the following algorithm in the usual manner:

\[
c[n] = c[n - 1] + \gamma[n]\Phi^T(x[n - 1], u[n - 1])VF(x[n] - \Phi(x[n - 1], u[n - 1])c[n - 1]) \tag{5.54}
\]

which defines the optimal value of the vector \( c = c^* \) as \( n \to \infty \). The scheme for estimating the optimal vector \( c^* \) and the characteristic of the plant \( f(x, u) \) is presented in Fig. 5.10. This scheme is a slightly more complicated variant of the earlier perceptron scheme given in Fig. 4.1.
Let us finally consider the case when the dynamic plant is described by Volterra series (5.44), which can be abbreviated as

\[ x[n] = \sum_{s=1}^{N_0} \sum_{m_1, \ldots, m_s = 0}^{\infty} k_s[m_1, \ldots, m_s] u[n - m_1] \cdots u[n - m_s] \]  

(5.55)

In (5.55), the internal summation sign indicates multiple summation corresponding to different indices of summation. We shall now approximate the kernel by a finite sum

\[ \hat{k}_s[m_1, \ldots, m_s] = \sum_{v=1}^{N} c_{sv} \phi_v[m_1, \ldots, m_s] \]  

(5.56)

where \( \phi_v[m_1, \ldots, m_s] \) is a set of linearly independent functions. Then an estimate of \( x[n] \) has the form

\[ \hat{x}[n] = \sum_{s=1}^{N_0} \sum_{v=1}^{N} c_{sv} Y_{sv}(u[n]) \]  

(5.57)

In (5.57), the quantities

\[ Y_{sv}(u[n]) = \sum_{m_1, \ldots, m_s = 0}^{\infty} \phi_v[m_1, \ldots, m_s] u[n - m_1] \cdots u[n - m_s] \]  

(5.58)

can be considered as standard reactions on the input signal \( u[n] \). In vector form, the relationship (5.57) looks like

\[ \hat{x} = c^T Y(u) \]  

(5.59)
where
\[ c = (c_{11}, \ldots, c_{1N}; c_{21}, \ldots, c_{2N}; \ldots; c_{N_01}, \ldots, c_{N_0N}) \quad (5.60) \]

and
\[ Y = (Y_{11}, \ldots, Y_{1N}; Y_{21}, \ldots, Y_{2N}; \ldots; Y_{N_01}, \ldots, Y_{N_0N}) \]

For obtaining \( c = c^* \), and thus the kernel (5.56), we construct the functional
\[ J(c) = M\{F(x - \hat{x})\} \quad (5.61) \]
or, due to (5.59),
\[ J(c) = M\{F(x - c^T Y(u))\} \quad (5.62) \]

If the function \( F(\cdot) \) is differentiable, we can find its gradient with respect to \( c \):
\[ \nabla_c F(x - c^T Y(u)) = -F'(x - c^T Y(u)) Y(u) \quad (5.63) \]

Then, the optimal vector \( c = c^* \) can be found using the algorithm of adaptation (3.9):
\[ c[n] = c[n - 1] + \gamma[n] F'(x[n] - c^T[n - 1] Y(u[n])) Y(u[n]) \quad (5.64) \]

5.14 A Special Case

Usually the kernels \( k_{[m_1, \ldots, m_s]} \) have the property
\[ k_{s}[m_1, \ldots, m_s] = \prod_{\mu=1}^{s} k_s[m_\mu] \quad (5.65) \]

This is called the property of separability.

Let us assume that
\[ k_s[m] = 0 \quad \text{for} \quad m < 0 \quad \text{and} \quad m \geq M \quad (5.66) \]

Then, in order to define the kernels \( k[m_1, \ldots, m_s] \), we have to specify \( (s + 1) \cdots (s + M - 1)/(m + 1)! \) of their values at the points \( m_1, \ldots, m_s = 0, 1, \ldots, M \).

The sought ordinates of the kernels will be considered as the components of an unknown vector, which is again designated by \( c \). We also introduce the vector
\[ \bar{Y}(u) = (\bar{Y}_{11}, \ldots, \bar{Y}_{1M}; \bar{Y}_{21}, \ldots, \bar{Y}_{2M}; \ldots; \bar{Y}_{N_01}, \ldots, \bar{Y}_{N_0M}) \quad (5.67) \]
where
\[ \bar{Y}_{\mu} = u[n - \mu_1] \cdots u[n - \mu_s] \]
It is easy to see that $\bar{Y}_u$ is obtained from (5.58) for a special choice of $\phi_x$. Therefore, in this case we obtain the relationship analogous to (5.50), and in obtaining $c^*$ we can use algorithm (5.64). A disadvantage of this case is that the dimension of the vector $c$ increases. In computing the $s$th kernel (5.56) we needed $N$ components, and now the number of components is increased to $(s + 1) \cdots (s + N + 1)/(N - 1)! > N$.

The dimension of $c$ can be reduced if instead of a single system of linearly independent functions $\phi_x(\cdot)$, we use the systems $\phi_{y_\alpha}(\cdot)$ as was done in Section 5.12. Then, instead of (5.56) we have

$$\bar{c}[m_1, \ldots, m_s] = \sum_{\nu=1}^{N} c_\nu \phi_{y_\nu}[m_1, \ldots, m_s]$$

In this case, by repeating the arguments of Section 5.12, the algorithm of adaptation has the form

$$c[n] = c[n - 1] + \gamma[n]F(x[n] - Y_1(u[n]; c))Y_1(u[n])$$

where $Y_1(u[n])$ is an $N$-dimensional vector. The dimension of the vector $c$ is now $N$. This is achieved at the cost of a greater variety of functions $\phi_{y_\alpha}(\cdot)$ defined over an infinite interval.

After becoming familiar (in Sections 5.11–5.14) with the various possibilities of describing the objects and the various algorithms for identifying such objects, the following question immediately comes to mind: Which algorithm should be given preference?

Regardless of the fact that different descriptions of nonlinear dynamic plants are equivalent, each of them has its own advantages and, unfortunately, disadvantages. For instance, the information about the state of the object is the most complete if the system of difference equations (5.43) is used, since here $x$ is a vector. In the difference equation (5.42), or in the Volterra series representation (5.44), $x$ is a scalar. Also, the system of difference equations includes, in the most natural way, the case of many control actions. On the other hand, the number of degrees of freedom defines the order of the difference equation or of the system of difference equations, and we have to know it in advance. However, this is not necessary when the Volterra series is used. Therefore, the answer to the question posed above could be obtained only after collecting the experimental evidence of numerous applications of these algorithms. The algorithms can be easily extended to multivariable systems, and the reader can do this independently.
5.16 Identification of Linear Plants I

For linear dynamic plants, the algorithms of adaptation are simplified. Now we know that the plant is described by a linear difference equation

\[ x[n] = \sum_{m=1}^{l} a_m x[n - m] + \sum_{m=1}^{l_1} b_m u[n - m] \]  \hspace{1cm} (5.70)

where some of the coefficients \( a_m \) and \( b_m \) can be equal to zero. Using the notation (5.45) for the state vector \( z \), and introducing the vector of coefficients

\[ c = (a_1, \ldots, a_l; b_1, \ldots, b_{l_1}) \]  \hspace{1cm} (5.71)

we write the approximating function \( \hat{f}(z, c) \) as an inner product

\[ \hat{f}(z, c) = c^T z \]  \hspace{1cm} (5.72)

The dimension of the vector \( c \) depends upon the order of difference equations. By substituting \( 4(z) \) for \( z \) in the algorithm of adaptation, we obtain

\[ c[n] = c[n - 1] + y[n] F'(x[n] - c^T[n - 1]z[n])z[n] \]  \hspace{1cm} (5.73)

The perceptrons are now used directly for estimation of the equations and their coefficients.

In the particular case when \( F(\cdot) \) is a quadratic function and \( 2\gamma[n] = 1/\|z[n]\|^2 \), it follows from (5.73) that

\[ c[n] = c[n - 1] + \frac{1}{\|z[n]\|^2} (x[n] - c^T[n - 1]z[n])z[n] \]  \hspace{1cm} (5.74)

The scheme which realizes this algorithm (Fig. 5.11) is naturally simpler than those considered above. This is a well-known algorithm due to Kaczmarz,
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5.17 Identification of Linear Plants II

but it was originally obtained with the assumption that the input variables are statistically independent.

All the results of this section can be easily generalized for a case when a linear plant is described by a system of linear difference equations.

5.17 Identification of Linear Plants II

If for some reason we do not know \( l_1 \) and \( l_2 \), we can use the description of a linear system in the form of convolution:

\[
x[n] = \sum_{m=0}^{\infty} k[m]u[n - m]
\]

(5.75)

This equation can be considered as a first order approximation of the Volterra series (5.45).

We shall make the following assumptions:

1. \( k[m] = 0 \) when \( m > M \);
2. \( u[n] \) is different from zero in the interval \([0, N]\), and outside of this interval \( u[n] = 0 \);
3. \( x[n] \) can be observed in the interval \([0, N + M]\).

Then equation (5.75) can be written as

\[
x[n] = \sum_{m=0}^{M} k[m]u[n - m]
\]

(5.76)

We shall determine the vectors

\[
c = (k[0], \ldots, k[M])
\]

(5.77)

and

\[
z = (u[M], \ldots, u[0])
\]

(5.78)

We can immediately conclude that algorithms (5.73) and (5.74) are applicable. It is also obvious that the search and continuous algorithms can be used for the estimation of the impulse characteristic.

We shall emphasize the fact that when conditions (1)–(3) are satisfied, the dimension of vector \( c \) does not depend upon the order of the equation of the plant. This was not true in the case of the difference equations (5.16).

In conclusion, let us note that the identification of the linear plants can be accomplished by perceptron schemes which contain a number of typical elements (delay lines, RC circuits, etc.), the outputs of which are summed with the specific weights. These weights are determined by learning, starting from the conditions of minimizing a given functional. We will discuss this in Section 6.4 while discussing the solution to a filtering problem which is similar to the problem of identification considered here.
5.18 Estimation of Parameters in Systems with Distributed Parameters

Systems with distributed parameters are described by partial differential equations. For instance, the equations describing thermal, chemical and similar processes can be written as

\[
\frac{\partial x(s, t)}{\partial t} = \mathcal{F}[s, t, c, x(s, t), \frac{\partial x(s, t)}{\partial s}, \frac{\partial^2 x(s, t)}{\partial s^2}] \quad (t \geq 0, 0 \leq s \leq L_0) \quad (5.79)
\]

where \( t \) is time, \( s \) is a spatial coordinate, and \( x(s, t) = (x_1(s, t), \ldots, x_N(s, t)) \) is a vector characterizing the state of the plant at an instance \( t \) and at any point of the spatial coordinate \( s \). It is assumed that the distributive property exists only along the spatial coordinate \( s \); \( c \) is the vector of unknown parameters which have to be determined.

We shall measure the state of the plant at discrete instants \( n = 1, 2, \ldots \), and at a finite series of points \( r = 1, 2, \ldots, R \), with a sampling interval \( \Delta r \). The difference equation corresponding to the partial differential equation (5.79) is

\[
x[r, n] = f(c, x[r - 1, n - 1], x[r, n - 1], x[r + 1, n - 1], \ldots) \quad (r = 1, \ldots, R; n = 0, 1, \ldots) \quad (5.80)
\]

Here, \( x[0, n] \) and \( x[r, n] \) are the boundary conditions. Equation (5.80) is analogous to (5.29). Therefore, identification of the parameter \( c \) can be performed by the known method.

We now introduce the performance index

\[
J = M \left\{ \sum_{r=1}^{R} F(x[r, n]; \hat{x}[r, n]) \right\} \quad (5.81)
\]

which is the mathematical expectation of the risk function. In (5.81), \( \hat{x}[r, n] \) is determined by (5.80). The quantities \( x[r, n] \) are the results of the measurements. They can differ from the true values by the quantities determined by the measurement errors. It is further assumed that the measurement errors at each step are independent random variables with mean value equal to zero and finite variance. The algorithm of estimating the parameter \( c \) is then written as

\[
c[n] = c[n - 1] - \gamma[n] V_c \sum_{r=1}^{R} F(x[r, n]; f(c[n - 1], x[r - 1, n - 1], x[r, n - 1], x[r + 1, n - 1], \ldots) \quad (5.82)
\]

When \( c \) and \( x \) are scalars, and the loss function is

\[
F(x[r, n]; \hat{x}[r, n]) = (x[r, n] - \hat{x}[r, n])^2 \quad (5.83)
\]
algorithm (5.82) is simplified, and has the form

\[
c[n] = c[n-1] + 2y[n][x[r, n] - f(c[n-1], x[r-1, n-1], x[r-1, n-1], x[r, n-1], \ldots)] \\
\times \frac{d}{dc} f(c[n-1], x[r-1, n-1], x[r, n-1], \ldots)
\]

The scheme for estimating the parameter is shown in Fig. 5.12.

The measurements of the input and output variables of an object (plant) are usually noisy. The existence of noise can cause biased estimates which differ from the estimates obtained when the noise is not present. Therefore, questions related to the influence of noise on the estimation procedures are very important.

In order to explain this, we shall consider an example of estimating the characteristics of nonlinear plants without inertia. We shall first explain the conditions under which noise does not influence the estimates, i.e., when the estimates of the plant characteristics are unbiased. Of course, we only consider the estimates obtained at the end of learning or adaptation.
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Let us assume that the noise $\xi$ is present at the input of the plant shown in Fig. 5.13; the mean value of the noise is zero. We write the criterion of optimality as

$$ J = M\{F(y - \hat{f}(x, c) + \xi)\} $$

or

$$ J(c) = -M\{F(y - c^T\phi(x) + \xi)\} $$

The condition of optimality is written as

$$ VJ(c) = M\{F'(y - c^T\phi(x) + \xi)\phi(x)\} = 0 $$

(5.87)

If $F(\cdot)$ is a quadratic function, this condition is considerably simplified, and (5.87) can be written as

$$ M\{y\phi(x)\} - M\{c^T\phi(x)\phi(x)\} + M\{\xi\phi(x)\} = 0 $$

(5.88)

If the noise and the input signal are independent,

$$ M\{\xi\phi(x)\} = 0 $$

(5.89)

Then equation (5.88) has the form

$$ M\{y\phi(x)\} = M\{\Phi(x)c\} $$

(5.90)

where

$$ \Phi(x) = \|\phi_v(x)\phi_{\mu}(x)\| \quad (v, \mu = 1, \ldots, N) $$

(5.91)

is an $N \times N$ matrix. From (5.90) we obtain the unbiased estimate

$$ c^* = M\{\Phi(x)\}^{-1}M\{y\phi(x)\} $$

(5.92)

Therefore, the quadratic performance index, and thus the least square error method, offer unbiased estimates. This fact explains a broad popularity of the quadratic performance indices. The problems become linear, and the influence of the output noise with zero mean value is removed.

5.20 Elimination of Noise

Is it possible to eliminate the influence of noise when the performance index is not quadratic? It appears that under certain conditions, which we shall now explain, this can be done.
Let us assume that the function $F(\cdot)$ is a polynomial of $r$th degree. Then when noise is not present,

$$J(c) = M\left\{ \sum_{v=0}^{r} a_v(y - c^T \phi(x))^v \right\}$$ \hspace{1cm} (5.93)

Let the criterion $J(c)$ be minimized for $c = c^*$.

If the noise exists at the output of the plant,

$$J(c) = M\left\{ \sum_{v=0}^{r} a_v(y - c^T \phi(x) + \xi)^v \right\}$$ \hspace{1cm} (5.94)

Obviously, by minimizing (5.94), we obtain $c^{**}$ which, generally speaking, differs from $c^*$, and depends upon the statistical characteristics—moments—of the noise $\xi$, i.e., we obtain a biased estimate $c^{**}$. If we know the moments of the noise $\xi$, we can modify the criterion of optimality so that the estimate $c^*$ is unbiased. Actually, let

$$J(c) = M\left\{ \sum_{v=0}^{r} b_v(y - c^T \phi(x) + \xi)^v \right\}$$ \hspace{1cm} (5.95)

where $b_v (v = 1, \ldots, r)$ are unknown coefficients. In order to determine these coefficients, we expand $(y - c^T \phi(x) + \xi)^v$ into a power series of $\xi$. For simplicity, we assume that the signal $x$ and the noise $\xi$ are uncorrelated, and we write the functional (5.95) in the following form:

$$J(c) = M\left\{ \sum_{v=0}^{r} \left( \sum_{\mu=0}^{r-v} b_{v+\mu} \left( \begin{array}{c} \mu \\ v - \mu \end{array} \right) \overline{\xi^\mu}(y - c^T \phi(x))^v \right) \right\}$$ \hspace{1cm} (5.96)

where $\overline{\xi^\mu}$ is the $\mu$th moment of the noise.

By comparing (5.96) and (5.93), it is easy to conclude that if we choose the unknown coefficients $b_v$ so that we satisfy the equations

$$a_v = \sum_{\mu=0}^{r-v} b_{v+\mu} \left( \begin{array}{c} \mu \\ v - \mu \end{array} \right) \overline{\xi^\mu}$$ \hspace{1cm} (5.97)

then a minimization of the functional (5.95) with the algorithms of adaptation provides the unbiased estimate of $c$. This result can be obtained even in the case when $\xi$ and $x$ are correlated. The coefficients $b_v$ are calculated according to the recursive formula:

$$b_v = a_v - \sum_{\mu=1}^{r-v} b_{v+\mu} \left( \begin{array}{c} \mu \\ v - \mu \end{array} \right) \overline{\xi^\mu}$$ \hspace{1cm} (5.98)

The moments of the noise are present in this formula. They can be computed in advance. However, the coefficients $b_v$ can be determined by using the adaptive algorithms for estimating the moments of noise (these algorithms
Identification are analogous to those described in Sections 4.16 and 5.2–5.6). Therefore, unbiased estimates are obtained here by a proper choice of the criterion of optimality.

The problem of eliminating the influence of the noise acting at the input of a nonlinear element is much more complicated, but under certain conditions it can be solved. We shall consider this problem while discussing the adaptive filters (Chapter 6).

5.21 Certain Problems

In addition to the general problems of accelerating the convergence and of choosing the functions $\phi_\nu(\cdot)$, a very important problem in identification is one of obtaining unbiased estimates when the criterion of optimality is given. If there is a possibility of estimating the variance of the noise, we can obtain unbiased estimates of the parameters or plant characteristics. In estimating the variance, it is also efficient to use the algorithms of adaptation.

The development of the methods for obtaining unbiased estimates has begun. An important step is to remove the requirement of stationarity imposed on the external actions. Can we modify the presented methods of identification so that they can be applicable in the cases when the process is non-stationary, but converging to a stationary one?

An inverse relationship certainly exists between the identification time and the error of the obtained results. It is of great importance not only for the problems of identification but also for the problems of control, that this relationship be determined. Such a relationship would define the limiting accuracy for a given time interval of observation and for the processing of information.

A similar relationship in control theory would play a role analogous to the uncertainty principle of quantum mechanics.

5.22 Conclusion

It is probably not difficult to establish a close relationship between the problems of pattern recognition and identification. In the latter case, we have to "recognize" a plant and extract its characteristic properties, i.e., determine its characteristics. The adaptive approach enables us to solve these problems under different levels of a priori information. We have not tried to obtain explicit formulas for solving the problem under consideration. The experiments conducted thus far indicate that such an attempt would be fruitless. Instead, we obtain the algorithms, i.e., equations (difference of differential), and their solutions lead us to our goal. Since such equations are nonlinear and stochastic, they have to be solved on analog or digital computers. Therefore, the
realization of the algorithms of identification leads to a construction of discrete or continuous adjustable models of the identified plants. All these models are actually different forms of perceptrons.

It is interesting that even before the pattern recognition problems were considered, the perceptrons had been used as adaptive models in the identification of the plants. But indeed, their second birth was in pattern recognition.

COMMENTS

5.1 An excellent survey of various approaches to the problems of identification is given in the paper by Eikhoff (1963), and also the survey by Eikhoff et al. (1966) presented at the Third International Congress on Automatic Control, IFAC.

5.2 These simple and clear considerations are also presented in the books by Chang (1961) and Wilde (1964).

5.3 The modified algorithm (5.9) was proposed by Fu and Nikolic. The authors had great hopes in that algorithm, which the algorithm deserves (see the commentary to Section 4.16).

5.5 See also the paper by the author (Tsypkin, 1965).

5.6 The nature of modified algorithms was also considered in the paper by the author. (Tsypkin, 1967).

5.7 This problem was considered by Aizerman et al. (1964).

5.8 For the quadratic loss function, we obtain from (5.35) the algorithm which defined the coefficients of the statistical linearization. The algorithm was introduced by Booton (1963) and Kazakov (1956, 1965).

5.9 The algorithms of the type (5.41) were proposed by Fabian (1960) and H. Cruz (Wilde, 1964) as a simpler modification of the algorithms of the type (5.35). However, as it was shown by Avedian (1967), these algorithms cannot substitute for each other.

5.11 The idea of using the solution of pattern recognition problems for identification of linear plants described by differential equations of a high order was presented in the paper by Braverman (1966). Useful considerations in connection with the identification of non-linear plants, and also a description of the experiment was given in the work by Kirvaitis and Fu (1966).

5.13 and 5.14 On discrete and continuous functional series of Volterra, see the works of Alper (1964, 1965) and the monograph by Van Trees (1962).

5.16 Algorithm (5.74) is equivalent to the algorithm proposed by Kaczmarz (1937). It was obtained (for the special case of independent input signals) and successfully applied in the solution of identification problems by Chadeev (1964, 1965). Such constraints are removed here. As we have already mentioned, a similar algorithm for the restoration of a differential, and not difference equation, was obtained by Braverman (1966) for correlated external actions. Naturally, the difficulties of measuring the state vector which is defined by the derivatives of a higher order are present here. Similar algorithms of Kaczmarz's type were again "discovered" by Nagumo and Noda (1966), and were applied by them in the solution of an identification problem.
5.17 A similar problem on the basis of another approach was considered by Levin (1960).

5.18 The results obtained by Zhivogliadov and Kaipov (1966) are presented here.

5.19 A similar method of eliminating the influence of noise was described by Sakrison (1961).
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FILTERING

6.1 Introduction

Filtering is usually considered to be a process of separating a signal from noise. In this chapter, the concept of filtering is broader, since it also includes the detection, extraction, recovery and transformation of the input signals.

If the signal is known and invariant, the design of a filter which performs filtering in a certain optimal manner is not difficult. However, when the operating conditions are changed, the optimality is destroyed. Furthermore, an optimal filter cannot be designed in advance if a priori information about input signals is insufficient. Such cases have indeed created a necessity for the design of adaptive filters, which can adjust themselves to unknown or varying operating conditions. This adjustment can be caused by modifications of either external signals or the internal structure of the filter alone. Adaptation is accomplished by a variation of filter parameters (or if it is necessary, even by modifying the structure of the filter) so that a certain criterion of optimality which characterizes the operation of the filter is minimized.

This chapter is devoted to a discussion of possible principles for designing adaptive filters, where the filters are designated to solve various problems of filtering in the broadest sense of that word.

6.2 Criterion of Optimality

Let the input signal to the filter be

\[ u(t) = s(t) + \xi(t) \]  \hspace{1cm} (6.1)
where $s(t)$ is the signal and $\xi(t)$ is noise; both the signal and the noise are stationary random processes with known probability distributions. It is assumed that the mean value of noise is zero (Fig. 6.1).

The output of the filter $y(t)$ is the response of the filter on the input signal $u(t)$. The output signal also depends upon the filter structure and, particularly, on a parameter vector $c = (c_1, \ldots, c_N)$. It is usually required that the output signal differs slightly from a desired function $y_0(t)$. The desired function $y_0(t)$ represents a certain ideal transformation of the desired signal $s(t)$; i.e., it is a result of a certain operation acting upon $s(t)$. This transformation, performed by the operator, can be integration, differentiation, prediction, smoothing, etc.

As a measure of deviation of the output signal $y(t)$ from the desired signal $y_0(t)$, we can again select the familiar mathematical expectation of a certain convex function $F$ of the difference $y_0(t) - y(t)$. Then

$$J = M\{F(y_0(t) - y(t))\} \quad (6.2)$$

The problem now is to determine the structure of the adaptive filter and the algorithm of adaptation which ensures the minimization of the measure of deviation—the functional (6.2).

Let us be more specific in describing this problem. We consider the block diagram shown in Fig. 6.2. Here, the outputs of the adaptive and the ideal filter are compared when their inputs are the signals $u(t)$ and $s(t)$, respectively. The deviation $\epsilon = y_0(t) - y(t)$ is the input signal to a nonlinear transformer with the characteristic $F(\epsilon)$. By applying the sample values $F(y_0(t) - y(t))$ to a special device which is modifying the parameter vector $c$ in accordance with
the algorithm of adaptation, we have to find the minimum of the measure of
deviation. This problem will be solved if the corresponding algorithms of
adaptation are found.

6.3 Adaptive Filter

Let us represent the input variable of an adaptive filter in the form of a
linear combination of linearly independent functions of the input signal
\( u(t) = s(t) \), i.e.,

\[ y(t) = c^T \phi(s(t)) \]  \hspace{1cm} (6.3)

So far we have assumed that there is no noise at the input. Using (6.3),
expression (6.2) becomes

\[ J(c) = M\{F(y_0(t) - c^T \phi(s(t)))\} \]  \hspace{1cm} (6.4)

In the problems of pattern recognition and identification, the argument of
the vector function \( \phi \) is a vector function, but here it is a scalar function of
time. This fact only simplifies the problem. Since the gradient is

\[ \nabla_c F(y_0(t) - c^T \phi(s(t))) = - F'(y_0(t) - c^T \phi(s(t))) \phi(s(t)) \]  \hspace{1cm} (6.5)

on the basis of the results obtained in Section 2.8 we can immediately write a
continuous algorithm of adaptation:

\[ \frac{dc(t)}{dt} = \gamma(t) F'(y_0(t) - c^T(t) \phi(s(t))) \phi(s(t)) \]  \hspace{1cm} (6.6)

This algorithm indeed specifies the structure of an adaptive filter, which is
presented in Fig. 6.3. This diagram differs only slightly from the diagram of
the perceptron shown in Fig. 4.1.
6.4 Special Cases

A choice of the system of linearly independent functions frequently does not permit any simplification in the structure of the adaptive filter, but it can add certain interesting and useful properties. Let us show the algorithm of adaptation (6.6) in the component form

\[
\frac{dc_\mu(t)}{dt} = \gamma(t)F'(y_0(t) - \sum_{v=1}^{N} c_v(t)\phi_v(s(t)))\phi_\mu(s(t)) \quad (\mu = 1, 2, \ldots, N) \quad (6.7)
\]

Let

\[
\phi_v(s(t)) = s(t - vT) \quad (v = 1, \ldots, N) \quad (6.8)
\]

which can be simply realized with the delay lines (TD). Then,

\[
\frac{dc_\mu(t)}{dt} = \gamma(t)F'(y_0(t) - \sum_{v=1}^{N} c_v(t)(s(t - vT)))s(t - \mu T) \quad (\mu = 1, 2, \ldots, N) \quad (6.9)
\]

A diagram of the adaptive filter which realizes this algorithm is shown in Fig. 6.4. The adaptive filter can be further simplified if \(F(\cdot)\) is chosen to be a quadratic function. Then the derivative \(F'(\cdot)\) is a linear function, and a need for nonlinear transformers ceases to exist. As we shall see later, similar filters based on delay lines are successfully used in various communication systems, television and control. Of course, instead of using delay lines, such filters can also use integrators, resonant circuits, etc.
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In all the algorithms of adaptation discussed thus far, the coefficients $c_v(t)$ are interrelated, i.e., they have to be determined simultaneously. By selecting a special system of functions $\phi_v(s(t))$, we can "decouple" these coefficients, and determine them sequentially. For instance, let

$$
\phi_v(s(t)) = \begin{cases} 
1 & \text{when } s_{v-1} \leq s(t) \leq s_v \\
0 & \text{when } s(t) < s_{v-1}; s_v < s(t) 
\end{cases} \quad (v = 1, \ldots, N) \tag{6.10}
$$

These are threshold functions, and their form is shown in Fig. 6.5. They are orthogonal, i.e.,

$$
\phi_v(s(t))\phi_{\mu}(s(t)) = \begin{cases} 
1 & \text{when } v = \mu \\
0 & \text{when } v \neq \mu 
\end{cases} \quad (\mu = 1, \ldots, N) \tag{6.11}
$$

Therefore, the algorithm of adaptation (6.7) can be simplified. Considering (6.10) and (6.11), we obtain the following equation:

$$
\frac{dc_\mu(t)}{dt} = \gamma(t)F'(y_0(t)) - c_\mu(t)\phi_\mu(s(t))\phi_\mu(s(t)) \quad (\mu = 1, \ldots, N) \tag{6.12}
$$

Knowing $c_\mu(t)$, we obtain

$$
y(t) = \sum_{v=1}^{N} c_v(t)\phi_v(s(t)) \tag{6.13}
$$
Fig. 6.6

The structural scheme of such an adaptive filter is shown in Fig. 6.6. From equation (6.12) it follows that each coefficient $c_p$ is determined independently from the others. Such a property permits us to consider only a simple one-dimensional adaptive filter. By varying the thresholds $s_{v-1}$, $s_v$ we can sequentially determine the coefficients $c_v = c_v^*$ ($v = 1, \ldots, N$) and then $y(t) = \sum_{v=1}^{N} c_v^* \phi_v(s(t))$, which is a staircase approximation of the signal $s(t)$ (Fig. 6.7). This possibility is especially convenient for an initial choice of the optimal parameters of the filters based on experimental data.

Fig. 6.7

6.5 Adaptive Equalizer

The rate of signal transmission, particularly in the case of television signals, is limited by distortions which are caused by the transients in the transmission channels. In order to remove these distortions at the receiving end of the channel, we have an equalizer. An equalizer is a filter based on delay lines which has weights set in time through a process of training or learning while some special test signals are transmitted through the channel. After a period of learning, the characteristics of the equalizer are such that the distortions in the channel are minimized.
The impulse characteristic of the system "communication channel–equalizer," \( k[n] \), is defined as a convolution of the impulse characteristic of the communication channel, \( w[n] \), and the equalizer, \( c_n (n = 1, \ldots, N) \), so that
\[
\begin{align*}
k[n] &= \sum_{m=0}^{n} c_m w[n-m] \quad \text{when } n \leq N \quad (6.14) \\
k[n] &= \sum_{m=0}^{N} c_m w[n-m] \quad \text{when } n > N
\end{align*}
\]

The distortion would not exist if
\[
k[n] = \begin{cases} k(0) & \text{when } n = 0 \\ 0 & \text{when } n > 0 \end{cases}
\]
\quad (6.15)
i.e., if the communication channel does not have a memory. Therefore, we can quantitatively evaluate the distortion by the functional
\[
J(c) = M \left( \sum_{n=1}^{\infty} |k[n]| \right)
\quad (6.16)
\]

Let us determine the optimal impulse characteristic of the equalizer by minimizing the functional (6.16). We shall compute the gradient of \( Q = \sum_{n=1}^{\infty} |k[n]| \) with respect to \( c_m \). Its components, according to (6.14), are defined by the expression
\[
\frac{\partial Q}{\partial c_\mu} = \sum_{n=\mu}^{\infty} w[n-\mu] \text{ sign } \sum_{m=0}^{n} c_m w[n-m] \quad (\mu = 1, \ldots, N)
\quad (6.17)
\]

If we assume that
\[
w[n] < w[0] = 1 \quad (6.18)
\]
then the expressions for the components of the gradient are simplified:
\[
\frac{\partial Q}{\partial c_\mu} \approx \text{ sign } \sum_{m=0}^{\mu} c_m w[\mu-m] \quad (\mu = 1, \ldots, N)
\quad (6.19)
\]

The algorithm of adaptation can now be written as
\[
c_\mu[n] = c_\mu[n-1] - \gamma[n] \text{ sign } \sum_{m=0}^{\mu} c_m [n-1] w[\mu-m] \\
\quad (\mu = 1, \ldots, N)
\quad (6.20)
\]
This algorithm differs from those encountered earlier since it accumulates the preceding estimates using the impulse characteristic of the equalizer. The scheme of such an adaptive equalizer is shown in Fig. 6.8. It should be noticed
that the algorithm becomes considerably more complicated when (6.18) is not satisfied.

6.6 Adaptive Filters Based upon Search

Let us designate the quantity

$$Y(t) = F(y_0(t) - e^T\phi(s(t)))$$  \hspace{1cm} (6.21)$$

The observations of such a quantity can be used in adaptation. When the coefficient is incremented by $\pm a$ and all the other coefficients are kept constant, the values of $Y(t)$ are designated respectively by

$$Y_+^\mu \text{ for } c_\mu + a$$

and

$$Y_-^\mu \text{ for } c_\mu - a$$

Then, the quantity which approximately defines the $Y_c(t)$ component of the gradient is equal to

$$Y_c^{\mu*} = \frac{Y_+^\mu - Y_-^\mu}{2a}$$  \hspace{1cm} (6.23)$$
Using the search algorithm of adaptation (3.15), we obtain

\[ c[n] = c[n - 1] - \gamma[n] \tilde{\nabla}_{c*} Y \]  
\[ \text{(6.24)} \]

where the observed gradient

\[ \tilde{\nabla}_{c*} Y = \{ Y_{c_1*}, \ldots, Y_{c_N*} \} \]  
\[ \text{(6.25)} \]

has the components defined by relationship (6.23). In the case of sequential search, at each time interval of duration \( 2NT \) there are \( 2N \) observations of the quantities \( Y_+^\mu \) and \( Y_-^\mu \).

In order to reduce the sensitivity to noise, the averaging over the time intervals of duration \( T \) can be performed so that

\[ Y_+^\mu[n] = \frac{1}{T} \int_{\tau_{n+(k-1)T}}^{\tau_{n+kT}} Y_+^\mu(t) \, dt \]  
\[ \text{(6.26)} \]

and

\[ Y_-^\mu[n] = \frac{1}{T} \int_{\tau_{n+kT}}^{\tau_{n+(k+1)T}} Y_-^\mu(t) \, dt \]  
\[ \text{(6.27)} \]

Such quantities should then be used in formula (6.23) and in algorithm (6.24). The averaging can be accomplished either in a continuous or in a discrete manner. In the latter case, the integrals in (6.26) and (6.27) are replaced by the sums. The adaptation time can be reduced in the discrete case if all the parameters are sought simultaneously and not sequentially.

The simultaneous search can be accomplished even in the case of continuous adaptation. In this case, the discrete algorithm is replaced by the continuous one:

\[ \frac{dc(t)}{dt} = -\gamma(t) \tilde{\nabla}_{c*} Y(t) \]  
\[ \text{(6.28)} \]

or

\[ c(t) = c(1) - \int_1^t \gamma(\tau) \tilde{\nabla}_{c*} Y(\tau) \, d\tau \]  
\[ \text{(6.29)} \]

The components \( \tilde{\nabla}_{c*} Y(t) \) are now

\[ Y_{c\mu*} = \frac{Y_+^\mu(t) - Y_-^\mu(t)}{2a(t)} \]  
\[ \text{(6.30)} \]

It should be noticed that expression (6.30) does not represent an approximation of the gradient, but a random process with a mean value which approximates the gradient. A block diagram of the filter which realizes the continuous adaptation is presented in Fig. 6.9.
6.7 Adaptive Filter Predictor

Gabor's well-known adaptive filter predictor has a number of interesting properties which will be discussed briefly here. The scheme of the filter is shown in Fig. 6.10. Its operation is based on a particular search algorithm of adaptation. The criterion of optimality here is the mean square deviation of the input signal from the desired reference signal:

$$J = M[(y_0 - y)^2]$$  \hspace{1cm} (6.31)
The filter is trained by using a recording of a certain input signal and the corresponding recording of the reference signal.

The optimal value of a certain parameter is computed after measuring the square deviation during a finite interval of time. Three values of the quantity $J$ are simultaneously obtained, and they correspond to three values of the sought parameter: the smallest ($y_{-1}$), the intermediate ($y_0$), and the largest ($y_{+1}$). Because the performance index is quadratic, these three values can be used to compute $J_{\text{min}}$ and the corresponding value of the parameter $c_{\text{opt}}$. After adjusting this parameter, the process is repeated again and again for similar adjustment of the remaining parameters, i.e., there exists a search. Empirically established, the number of learning cycles necessary for complete adaptation of $N$ adjustable parameters is on the average equal to $N^2/2$.

The described algorithm can be related to the relaxation algorithms, since every step in the modification of each parameter is based upon the conditions of minimization of the performance index—mean square deviation.

### 6.8 Kolmogorov-Wiener Filters

If we assume that the performance index is a quadratic function of the difference between the desired signal and the output signal of the filter, and that the filter is linear and described by a convolution, we then face the problem of designing an optimal Kolmogorov-Wiener filter. The solution of this problem is then reduced to minimization of the functional

$$J = M \left\{ \left( y_0(t) - \int_0^t k(\tau)u(t-\tau) \, d\tau \right)^2 \right\} \quad (6.32)$$

The analytical approach, in which the calculus of variation and the correlation theory are used, leads to Wiener-Hopf equations or to an equivalent boundary value problem which is solved by the method of factorization. A relatively compact form of the final result, which defines either the impulse response $k(\tau)$ or its corresponding transfer function $K(p)$ of the optimal filter, gives an illusion of simplicity in computing these optimal characteristics. However, this is not the case. A large number of computations is necessary to find the corresponding correlation functions and the spectral densities from the sample realizations. The forms of the autocorrelations or the spectral densities are somehow always assumed to be known and, as a rule, to be relatively simple. It is possible to bypass that step and directly determine the optimal characteristic of the filter using a sample realization and the adaptive approach.

We shall assume that the impulse characteristic of the filter has the form $k(\tau) = c^T \phi(\tau)$. By substituting it into (6.32), we obtain

$$J(c) = M(y_0(t) - c^T \psi(t))^2 \quad (6.33)$$
where, obviously,

\[ \psi(t) = \int_0^t \phi(\tau) u(t - \tau) \, d\tau \]  \hspace{1cm} (6.34)

We can now minimize \( J(c) \) with respect to \( c \) by the usual procedure. A system of linear equations with respect to \( c \) is obtained. The coefficients and the elements on the right-hand side of the equations are the correlation functions. The continuous solution of this system of equations defines the optimal value with the passage of time, and thus

\[ k^*(\tau) = c^* \phi(\tau) \]  \hspace{1cm} (6.35)

The application of an algorithm of adaptation, for instance,

\[ \frac{dc(t)}{dt} = \gamma(t)(y_0(t) - c^T \psi(t)) \psi(t) \]  \hspace{1cm} (6.36)

greatly simplifies the device of adaptation. In an analogous manner we can consider a very interesting approach for the solution of similar problems which was successfully developed by Kalman.

### 6.9 Statistical Theory of Signal Reception

The basic problems of the statistical theory of signal reception are those of detection or extraction of the signal from the background noise. In the detection problem, on the basis of the observation

\[ y = Y(s, \xi) \]  \hspace{1cm} (6.37)

one has to decide whether the signal \( s \) is present. In the problem of signal extraction, it is a priori known that the signal \( s \) is present in the observation \( y \), and it is then necessary to determine the parameters or, in a general case, the characteristics of the signal \( s \). The problems of detection and extraction of the signal depends on one parameter \( c \) only, i.e., \( s(t) = s(c, t) \) and that the parameter \( c \) can take only two values: \( c = c_1 \), with probability \( P_1 \), and \( c = c_0 \) with probability \( P_0 \), where \( P_1 + P_0 = 1 \). In particular,

\[ s(c, t) = cf(t) \]  \hspace{1cm} (6.38)

In the detection problem, one of the values \( c \), for instance \( c_0 \), is chosen to be equal to zero.

The statistical theory of signal reception or, as it is sometimes called, statistical decision theory, provides an effective solution for the detection or extraction of a signal from the noisy background if we have sufficient a priori
information. According to this theory, the solutions regarding the parameters of the signal are optimal, i.e., they minimize a certain criterion of optimality in signal reception.

**6.10 Criterion of Optimality in Signal Reception**

In the observation space, to each observed point, \( y \), there corresponds a particular decision. Therefore, all the points in the observation space have to be partitioned into two regions: \( \Lambda_1 \), which corresponds to decision \( c_1 \), and \( \Lambda_0 \), which corresponds to decision \( c_0 \). Two types of errors accompany each decision:

1. The error of the first kind, when actually \( c = c_0 \), and the decision is \( c = c_1 \). In the detection problem, this is a false alarm; there is no signal, but the decision is that there is one.
2. The error of the second kind, when actually \( c = c_1 \), and the decision is that \( c = c_0 \). In the detection problem, such an error corresponds to a miss; the signal exists, but the decision is that there is no signal.

Let us designate by \( \alpha \) and \( \beta \) the corresponding error probabilities of the first and the second kind, and by \( p(y \mid c) \), the conditional probability of observing a particular signal \( y \) when the parameter is equal to \( c \). Then, the error probabilities of the first and second kind are

\[
\alpha = \int_{\Lambda_1} p(y \mid c_0) \, dy \quad (6.39)
\]

and

\[
\beta = \int_{\Lambda_0} p(y \mid c_1) \, dy \quad (6.40)
\]

The total unconditional error probability is equal to

\[
J = P_0 \alpha + P_1 \beta \quad (6.41)
\]

Relationships (6.39) and (6.40) are basic for the definitions of various optimal decisions. A decision is optimal if it minimizes a particular criterion of optimality.

The criterion of an ideal observer (or Kotelnikov's criterion) is to minimize the unconditional error probability (6.41). The Neyman-Pearson criterion is to minimize the probability of a miss

\[
J = P_1 \beta \quad (6.42)
\]

for a given constant probability of false alarm

\[
P_0 \alpha = \text{const} \quad (6.43)
\]
Instead of the unconditional error probability when the errors of the first and second kind are not equally costly, we can consider the criterion of optimality

\[ J_\lambda = \lambda P_0 \alpha + P_1 \beta \]  

(6.44)

where \( \lambda \) is a certain constant multiplier that characterizes the weight of the errors of the first kind. For \( \lambda = 1 \) in (6.44), we obtain Kotelnikov’s criterion (6.41). If \( \lambda \) is considered to be a variable which is determined by (6.43) after minimizing (6.44), we have Neyman-Pearson’s criterion of optimality.

6.11 A Decision Rule

Classical methods of obtaining a decision rule which minimizes a criterion of optimal signal reception (for instance, Neyman-Pearson’s or Kotelnikov’s criteria) are based on the computations of a posteriori or conditional probabilities using the results of signal reception. However, in order to compute a posteriori probabilities, we need a priori probabilities which are usually unknown. We either do not possess necessary statistics to estimate a priori probabilities, or such statistics have not been studied for the simple reason that similar situations did not exist in the past.

The difficulty caused by insufficient a priori information always follows the classical approach. However, such “a priori difficulty” is not insurmountable. In those cases where the estimated functions or quantities do not depend or depend little upon the form of the probability density function, we can choose any probability density function suitable for computations, and then use well-known methods based upon the Bayesian approach. Unfortunately, such cases are not frequent. They only include the problems of estimating the moments. In all the other cases, the problem is resolved by the adaptive approach.

We consider here the general problem reduced to the minimization of \( J_\lambda \). By considering (6.39) and (6.40),

\[ J_\lambda = \lambda P_0 \int_{\Lambda_1} p(y \mid c_0) \, dc + P_1 \int_{\Lambda_0} p(y \mid c_1) \, dy \]  

(6.45)

or

\[ J_\lambda = \lambda \int_{\Lambda} \{ P_0 d_1(y) p(y \mid c_0) + P_1 d_0(y) p(y \mid c_1) \} \, dy \]  

(6.46)

where \( d_\mu(y) (\mu = 0, 1) \) is the decision rule,

\[ d_\mu(y) = \begin{cases} 1 & \text{if } y \in \Lambda_\mu \\ 0 & \text{if } y \notin \Lambda_\mu \end{cases} \]  

(6.47)

An analogous representation was already encountered in Sections 1.2 and 4.8.
Let us assume that the boundary between regions $\Lambda_1$ and $\Lambda_0$ is defined by

$$\hat{f}(y, c) = c^T \phi(y) = 0$$  \hspace{1cm} (6.48)$$

where $\hat{f}(y, c) > 0$ in the region $\Lambda_1$, and $\hat{f}(y, c) < 0$ in the region $\Lambda_2$. The boundary is then determined by finding the vector $c$. In order to accomplish this, we introduce the function

$$\theta(y, c) = \begin{cases} 1 & \text{if an error of the first kind is made} \\ \lambda & \text{if an error of the second kind is made} \\ 0 & \text{if there is no error} \end{cases}$$  \hspace{1cm} (6.49)$$

Then

$$J_\lambda = \lambda P_0 \alpha + P_1 \beta = M_y \{\theta(y, c)\}$$  \hspace{1cm} (6.50)$$

and to find the optimal vector or the parameters, we can use the search algorithm

$$c[n] = c[n-1] - \gamma[n] \nabla_c \theta(y, c, a)$$  \hspace{1cm} (6.51)$$

which indeed solves the posed problem.

Since examples are frequently more educational than rules, we shall consider a detection problem on the basis of the adaptive approach. We shall consider that a signal is present when the observation $y$ belongs to the region $\Lambda_1$, and that it is not present when $y$ does not belong to $\Lambda_1$. We shall characterize the region $\Lambda_1$ by a vector of threshold values $c = (c_1, \ldots, c_N)$. The problem is then to find the best estimate of the vector $c$.

We shall first select the probability of error (either $y \in \Lambda_1$, when there is no signal, or $y \notin \Lambda_1$, when a signal is present) as a criterion of optimality. Such a criterion can be written as

$$J = P(y \in \Lambda_1, s = 0 \text{ when } y \notin \Lambda_1, s \neq 0)$$  \hspace{1cm} (6.52)$$

The best estimate of $c$ corresponds to the minimum of this functional. We introduce the following notation of the characteristic functions:

$$\theta(y, c) = \begin{cases} 1 & \text{if } y \in \Lambda_1 \\ 0 & \text{if } y \notin \Lambda_1 \end{cases}$$  \hspace{1cm} (6.53)$$

$$y_0 = \begin{cases} 1 & \text{if } s \neq 0 \\ 0 & \text{if } s = 0 \end{cases}$$  \hspace{1cm} (6.54)$$

and finally,

$$\Omega(z) = \begin{cases} 1 & \text{if } z = 1 \\ 0 & \text{if } z \neq 0 \end{cases}$$  \hspace{1cm} (6.55)$$
The criterion of optimality (6.52) can then be given in a more convenient form:

\[ J(c) = P\{\theta(y, c) + y_0 = 1\} \] (6.56)

or, considering (6.55),

\[ J(c) = M\{\Omega[\theta(y, c) + y_0]\} \] (6.57)

In finding the optimal vector \( c = c^* \) which minimizes this functional, we apply the search algorithm of learning (2.21)

\[ c[n] = c[n - 1] - \gamma[n]\tilde{c}_e \Omega[\theta(y[n], c[n - 1], a[n]) + y_0] \] (6.58)

A block diagram of the receiver which operates according to this algorithm is shown in Fig. 6.11.

**6.13 Signal Detection in Background Noise II**

Let us now use another criterion of optimality, the equality of errors of the first and the second kind:

\[ P\{y \in \Lambda_1, s = 0\} = P\{y \notin \Lambda_1, s \neq 0\} \] (6.59)

But, according to the formula of total probability,

\[ P\{y \in \Lambda_1\} = P\{y \in \Lambda_1, s = 0\} + P\{y \in \Lambda_1, s \neq 0\} \] (6.60)

and

\[ P\{s \neq 0\} = P\{y \notin \Lambda_1, s \neq 0\} + P\{y \in \Lambda_1, s \neq 0\} \]
6.14 Signal Extraction from Background Noise

Therefore, equality (6.59) is equivalent to

\[ P\{y \in \Lambda_1\} = P\{s \neq 0\} \]  

(6.61)

which means that the probability of the decision that indicates the presence of the signal is equal to the probability that the signal is actually present.

It is not difficult now to write the criterion of optimality as

\[ M_s \{\theta(y, c) - y_0\} = 0 \]  

(6.62)

where the characteristic functions are defined in (6.53) and (6.54). In order to determine the optimal estimate \( c \), we can use the algorithm

\[ c[n] = c[n - 1] - \gamma[n][\theta(y[n], c[n]) - y_0[n]] \]  

(6.63)

If the signal and the threshold vectors are one-dimensional,

\[ \theta(y, c) = \text{sgn} (y - c) \equiv \begin{cases} 1 & \text{if } y > c \\ 0 & \text{if } y \leq c \end{cases} \]  

(6.64)

and we obtain a simple scalar algorithm of learning

\[ c[n] = c[n - 1] - \gamma[n](\text{sgn} (y[n] - c[n - 1]) - y_0[n]) \]  

(6.65)

A block diagram of the receiver which operates according to such algorithms is shown in Fig. 6.12. These receivers estimate optimal threshold values by learning and adaptation. We shall consider similar algorithms again in Chapter 10.

The detection problem is very closely related to the problem of learning in pattern recognition, however, we have decided to present it here. We hope that the reader will not consider this an inappropriate arrangement since the problems of filtering differ slightly from the pattern recognition problems.

6.14 Signal Extraction from Background Noise

In the problems of signal extraction from background noise, it is a priori known that the signal is present in the observation \( y \), and the parameters of the signal have to be determined by processing the observed value \( y \). We
shall consider a "constant" signal \( s = (s_1, \ldots, s_M) \) which represents a short sequence of impulses which are repeated with a period \( T \) (Fig. 6.13). The components of the vector \( s \) are equal to the amplitudes of the pulses in the sequence. At the input of the receiver, we have an action \( u \) which is the sum of the signal \( s \) and the stationary noise \( \xi = (\xi_1[n], \ldots, \xi_M[n]) \) dependent on the index of the sequence. The mean value of the noise is assumed to be equal to zero, and the correlation matrix \( B \) is assumed to be known. The output signal of the receiver is then a linear combination of the input signal,

\[
y = c^T u = c^T s + c^T \xi
\]  

(6.66)

It is a sum of the signal component \( c^T s \) and the noise component \( c^T \xi \).

6.15 Criterion of Optimal Signal Extraction

As a criterion of optimality we can select the ratio of the signal power to noise power, which is briefly (but inaccurately) called the signal-to-noise ratio. When the signal-to-noise ratio is large, its selection is traditional. But in general, it cannot be claimed that the maximization of this ratio guarantees the greatest amount of information about the signal. It should always be remembered that the selected criterion is only good for a small noise level, i.e., for the large signal-to-noise ratio. The criterion of optimality (the signal-to-noise ratio) can be written as

\[
J(c) = \frac{M\{(c^T s)^2\}}{M\{(c^T \xi)^2\}}
\]  

(6.67)
The next problem is to determine the maximum of this expression under the conditions of constant noise power,

\[ M\{(c^T \xi)^2\} = c^T Bc = A \]  \hspace{1cm} (6.68)

### 6.16 Algorithm of Signal Extraction

Let us form the Lagrange function

\[ J_\lambda(c) = M\{(c^Ts)^2\} + \lambda(M\{(c^T \xi)^2\} - A) \]  \hspace{1cm} (6.69)

If the signal and the noise are uncorrelated, it follows from (6.66) that

\[ M\{(c^Tu)^2\} = M\{(c^Ts)^2\} + M\{(c^T \xi)^2\} \]  \hspace{1cm} (6.70)

and the Lagrange function (6.69) can be expressed through the measured and known variables \( y = c^Tu, B, A, \) i.e.,

\[ J_\lambda(c) = M\{(c^Tu)^2 + (\lambda - 1)(c^T Bc) - \lambda A\} \]  \hspace{1cm} (6.71)

The gradient of the Lagrange function is

\[ \nabla_c J_\lambda(c) = 2M\{(c^Tu)u + (A - 1)Bc\} \]  \hspace{1cm} (6.72)

By applying the algorithms which determine the conditional extremum under the constraints of the type (3.19), we obtain

\[
\begin{align*}
c[n] &= c[n-1] - \gamma_1[n][(c^T[n-1]u[n])u[n] + (\lambda[n-1] - 1)Bc[n-1]] \\
\lambda[n] &= \lambda[n-1] - \gamma_2[n][c^T[n-1]Bc[n-1] - A]
\end{align*}
\]  \hspace{1cm} (6.73)

The diagram of the receiver which performs signal extraction on the basis of this algorithm is shown in Fig. 6.14. This diagram differs from the previous
perceptron schemes by the presence of an additional loop which guarantees that condition (6.73) is satisfied.

6.17 More about Signal Extraction from Background Noise

Let us now assume that we do not have any a priori knowledge about the signal $s(t)$. Regarding the noise, we assume that it is uncorrelated with the signal, and that it is white noise with zero mean value and with the variance equal to $\sigma^2_s$. The input signal to the receiver $u(t)$ is an additive mixture of the unknown signal and noise. Let us consider the receiver (based upon delay lines) which is designed to extract the signal $s(t)$. Let the input signal be defined in the following fashion:

$$y(t) = \sum_{v=0}^{2N} c_v u(t - vT)$$

where $c_v$ are still the unknown parameters of our receiver. The output signal consists of two parts:

$$y_s(t) = \sum_{v=0}^{2N} c_v s(t - vT)$$

related to the signal, and

$$y_\xi(t) = \sum_{v=0}^{2N} c_v \xi(t - vT)$$

called noise. Since the signal $s(t)$ is not known a priori, we cannot define the desired signal $y_0(t)$ and, therefore, we cannot now use the solutions presented in Sections 6.3–6.8.

6.18 Another Criterion of Optimality

For the problem under consideration, we have to select another criterion of optimality which must take into consideration the known a priori information. Such a criterion can be

$$J = M\{y^2(t)\} - \lambda M\{y_\xi^2(t)\}$$

where $\lambda$ is a constant weighting multiplier. The functional (6.77) represents the excess of power in the output signal over the noise power. This functional is maximal for an optimal receiver. Before we get involved with the maximization, we want to direct the attention of the reader to the close relationship of this criterion and the signal-to-noise ratio.

Due to the properties of noise $\xi(t)$,

$$M(y_\xi^2) = \sigma^2_\xi \sum_{v=0}^{2N} c_v^2$$

Therefore, (6.77) can be written as

\[
J(c) = M \left\{ y^2(t) - \lambda \sigma_x^2 \sum_{v=1}^{2N} c_v^2 \right\}
\]  
(6.79)

6.19 Optimal Receiver

The condition of the extremum is obtained by differentiating (6.79) with respect to \( c, c, \ldots, c \), and by setting the partial derivatives equal to zero:

\[
\frac{\partial J(c)}{\partial c_\mu} = M \left[ 2y(t) \frac{\partial y(t)}{\partial c_\mu} - 2\lambda \sigma_x^2 c_\mu \right] = 0 \quad (\mu = 0, 1, \ldots, 2N)
\]  
(6.80)

As it can be seen from (6.74),

\[
\frac{\partial y(t)}{\partial c_\mu} = u(t - \mu T) \quad (\mu = 0, 1, \ldots, 2N)
\]  
(6.81)

and we find from (6.80) that

\[
c_\mu^* = \frac{1}{\lambda \sigma_x^2} M [y(t)u(t - \mu T)] \quad (\mu = 0, 1, \ldots, 2N)
\]  
(6.82)

Equation (6.82) is very clear. It indicates that the coefficients \( c_\mu^* \) are proportional to the values of the cross-correlation function of the input and output signals of the receiver,

\[
c_\mu^* = \frac{1}{\lambda \sigma_x^2} R_{yu}(\mu T)
\]  
(6.83)

One can obtain a system of linear equations which defines the optimal value \( c_\mu^* (\mu = 0, 1, \ldots, 2N) \) using \( y(t) \) in (6.74) and (6.80). But is this necessary?

We can use (6.82) directly, and thus avoid the tedious solutions of the systems of linear equations. The problem of finding \( c_\mu^* \) is then reduced to the computations of the cross-correlation functions using sample functions. Therefore, we can use the results of Section 5.6 to estimate the cross-correlation function, and obtain the continuous algorithm

\[
\frac{dc_\mu(t)}{dt} = y(t) \left[ \frac{1}{\lambda \sigma_x^2} y(t)u(t - \mu T) - c_\mu(t) \right]
\]  
(6.84)

or, in a more convenient form,

\[
T_0(t) \frac{dc_\mu(t)}{dt} + c_\mu(t) = \frac{1}{\lambda \sigma_x^2} y(t)u(t - \mu T) \quad (\mu = 0, 1, \ldots, 2N)
\]  
(6.85)

where

\[
T_0(t) = \frac{1}{\gamma(t)}
\]  
(6.86)
These equations define the variations of the coefficients in the block diagram of the receiver. The diagram of the optimal adaptive receiver which defines the output signal according to equation (6.84) is shown in Fig. 6.15.

6.20 Possible Simplifications

The adaptive receiver shown in Fig. 6.15 is converted into an optimal correlation receiver after a period of learning. Its characteristic is that the weighting coefficients are proportional to the cross-correlation function of the input and output signals. The diagram of the receiver can be simplified if instead of the usual correlation function,

\[ R_{y\mu}(\mu T) = M\{y(t)u(t - \mu T)\} \]  

we use a so-called "relay" cross-correlation function,

\[ R_{\text{sign } y, u}(\mu T) = M\{\text{sign } y(t)u(t - \mu T)\} \]  

which takes into consideration only the sign of the input signal. Moreover, let the time constant \( T_0 \) be invariant and define \( \lambda \) such that \( \lambda \sigma_x^2 = 1 \). Then instead of (6.85), we obtain

\[ T_0 \frac{dc_{\mu}(t)}{dt} + c_{\mu}(t) = \text{sign } y(t)u(t - \mu T) \quad (\mu = 0, 1, \ldots, 2N) \]
6.21 Recovery of Input Signals

The diagram of the receiver which operates according to this algorithm (Fig. 6.16) differs from the previous one by the presence of an additional relay in the path of the signal, and by the time-invariant quantity $T_0$.

Adaptive filters are very useful in the solution of problems which recover the input signals $s(t)$ and which act at the input of a certain known system. Such a problem appears in the decoding of recorded signals which were deformed by the measuring devices. This problem is very closely related to the identification problem. Let the system be described by

$$y(t) = As(t)$$ (6.90)

where $A$ is a certain nonlinear operator, and $s(t)$ is the input signal. For simplicity, we assume that $y$ and $s$ are the scalar quantities. The output signal cannot be measured exactly. Instead of $y(t)$, we measure

$$v(t) = y(t) + \xi$$ (6.91)

where $\xi$ is a noise with the mean value equal to zero and with a finite variance.
The problem is to recover the signal \( s(t) \). We assume that \( s(t) \) can be accurately described by

\[
\hat{s}(t) = c^T \phi(L\zeta)
\]  

(6.92)

where \( L = (L_1, \ldots, L_N) \) is a vector of linearly independent operators, and \( \zeta \) is a set of signals created by a special generator. We shall determine the optimal vector \( c = c^* \) so that a certain functional, for instance,

\[
J(c) = M\{[A_\zeta - A c^T \phi(L\zeta)]^2 \}
\]  

(6.93)

is minimized. Considering (6.90) and (6.91), this functional can be written in another form:

\[
J(c) = M\{[v(t) - \zeta - A c^T \phi(L\zeta)]^2 \}
\]  

(6.94)

### 6.22 Algorithm of Signal Recovery

The condition specifying the optimal vector of the parameters has the form

\[
\nabla J(c) = -2M\{[v(t) - \zeta - A c^T \phi(L\zeta)]A'(c^T \phi(L\zeta))\phi(L\zeta)\} = 0
\]  

(6.95)

where \( A' \) is the derivative of the operator \( A \) (in Frechet sense, for instance).

Since \( \xi \) and \( \zeta \) are correlated, and the mean value of \( \xi \) is equal to zero, we obtain from (6.95),

\[
M\{[v(t) - A c^T \phi(L\zeta)]A'(c^T \phi(L\zeta))\phi(L\zeta)\} = 0
\]  

(6.96)

and then find the algorithm for defining the optimal vector \( c = c^* \), and thus the recovery of the input signal:

\[
\frac{dc(t)}{dt} = \gamma(t)[v(t) - A c^T(t)\phi(L\zeta)]A'(c^T(t)\phi(L\zeta))\phi(L\zeta)
\]  

(6.97)

In the special case when the operator \( A \) is linear, algorithm (6.97) is considerably simpler and has the form

\[
\frac{dc(t)}{dt} = \gamma(t)[v(t) - c^T(t)\psi(t)]\psi(t)
\]  

(6.98)

where

\[
\psi(t) = A\phi(L\zeta)
\]  

(6.99)

A diagram of the adaptive device for the recovery of the input signal according to algorithm (6.98) is shown in Fig. 6.17. By substituting discrete
integrators for the continuous integrators in this diagram, we can recover discrete input signals.

6.23 The Influence of Noise

The influence of the measurement errors in measuring the output signals (noise with a mean value equal to zero and with a finite variance) is averaged in time when the loss function is quadratic. This can be seen from the equivalence of the optimality conditions (6.95) and (6.96). The effect of noise removal in the process of adaptation is preserved even when the noise is present not only at the output, but also at the input of the linear adaptive filter. As it was shown in Section 5.20, noise can be removed or the unbiased estimates of the signals can be obtained even in the case of a more general loss function, but only when the input noise is not present. This case is characteristic for the measuring devices used to recover the measured signals. But what happens when the loss function is not quadratic, and the adaptive filter is nonlinear? An attempt to solve this problem is met with many difficulties. Obviously, one possible way is to use an additional linear adaptive filter to extract the signal and to reduce the noise, i.e., to obtain an estimate of the signal. The signal obtained by such smoothing is then applied at the input of a nonlinear adaptive filter for necessary transformations.

6.24 Certain Problems

The structure and properties of adaptive filters and optimal receivers for detection and extraction of signals depends considerably on the choice of the system of functions $\phi_\alpha(\cdot)$. Therefore, the investigations related to the choice of these functions would be very useful.
Since the adaptive filters have to operate on variable external signals, it is important to determine a relationship between the rate of change in such external signals and the duration of the adaptation process. In order to decrease the duration of adaptation, i.e., the learning time, it would be valuable to use a priori information about the distribution of random variables. It would also be important to develop the procedures for effective usage of this a priori information for an improvement of the algorithms of adaptation.

The schemes of adaptive filters considered in this chapter frequently contain a desired signal. It is important that such a desired signal be replaced by its probabilistic characteristics. It would also be important to establish a relationship between the Bayesian approach, the statistical decision theory, and the conditional Markov processes.

6.25 Conclusion

By broadening the concept of “filtering,” in this chapter we have considered different problems: filtering in the usual sense, detection, extraction and recovery of the signals which are deformed due to noise or to the properties of the devices used for signal processing. We have tried to show that the applications of the adaptive approach not only serve in the solution for a number of new problems, but that they considerably simplify the solutions of well-known classical problems (for instance, the problems of Kolmogorov-Wiener filter design). This approach permits us to look at the statistical theory of reception from an unusual viewpoint, and to develop a method for solving the problems of this theory which does not require complete a priori information about signals and noise.

COMMENTS

6.4 The algorithms of the type (6.9) are realized with the help of digital filters with adjustable weighting coefficients. The examples of such filters are described in the papers by Gersho (1966) and Prouza (1957).

The threshold functions (6.10) are broadly used by Schetzen (1965) for design of optimal Weiner filters. See also Lee and Schetzen (1965).

6.5 This problem was investigated by Lucky (1966), although the result presented here differs slightly from the one obtained by him.

6.6 The content of this section is based on the results obtained by Sakrison (1961, 1963, 1965a). It would be interesting to use the parallel methods of search developed by Fitsner (1964) in the solution of similar problems.

6.7 The reader can find the details about the filter predictor in the paper by Gabor et al. (1961). The theory of adaptive filter predictors which are optimal with respect to a quadratic criterion were developed by Gardner (1963a, b).
6.8 The continuous adaptive filter based on the continuous solution of the system of equations was considered by Sefl (1960).

The approach presented in this section has simplified the device of adaptation. Instead of \( N(N + s)/2 \) operations of multiplication, and the same number of time-averaging operations necessary to obtain the required correlation functions, only \( N \) operations of multiplication are necessary to determine the gradient. There is also no need for a device which solves a system of linear equations.

The discrete variant of the analogous filter was described earlier by Prouza (1957). Some interesting results regarding the relationship between stochastic approximation and the method proposed by Kalman are presented in the paper by Ho (1962).

6.9 and 6.10 The books by Gutkin (1961), Falkovich (1961) and Middleton (1960) are devoted to the statistical theory of reception. They also contain broad bibliographies related to these questions. In these books, it is assumed that a priori information is sufficiently complete.

6.11 A similar approach was also described by Leonov (1966).

6.13 Algorithm (6.65) was first obtained for \( \gamma = \text{const} \) by Kac (1962) in a completely different manner. This algorithm corresponds to the criterion of optimality in which the probabilities of the first and the second kind are equal. Such a criterion is applicable only when these errors are small. Therefore, the algorithm without search proposed by Kac is obtained at a rather high cost. Another possibility of detecting signals with the help of adaptive receivers was described by Jacowitz et al. (1961) and Groginsky et al. (1966). See also the paper by Tong and Liu (1966). A survey about threshold detectors has been written by Levin and Bonch-Bruevich (1965).

6.14-6.16 This problem was posed by Kushner (1963). We have chosen the same criterion of optimality as that used by him. Although Kushner considered the problem of optimal detection using the stochastic approximation method, the solution presented here is different from Kushner's solution. It should be noted that our attempts to establish a relationship between these solutions were not successful. We were also neither able to understand the method of solution nor the result obtained by Kushner.

6.20 It is interesting to note that the scheme of the adaptive receiver obtained by us is identical to the scheme proposed by Morishita (1965) for extraction of narrow band signals from background noise, or from other narrow band signals of smaller power. However, the last possibility was not theoretically established by the author. We were also not able to establish such a property for the considered adaptive receiver.

6.21 and 6.22 The road toward the design of adaptive devices for the restoration of input signals is very closely related to the analytical theory of nonlinear systems originated by Wiener (1949), and also with the methods of signal estimation developed by Kalman (1960).
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CONTROL

7.1 Introduction

Until now we have studied only the class of open-loop systems. This explains the relative simplicity of the solutions of pattern recognition, identification and filtering problems. We shall now consider a more complicated class of systems—those of automatic control. The automatic control systems described in this chapter are closed-loop nonlinear systems which cannot be reduced to open-loop systems. First we shall select a group of problems which cannot be solved by the ordinary methods of strong negative feedback. These problems will then be solved by using the adaptive approach, which becomes traditional for this book. It will further be shown that a number of ordinary and realistic constraints, before unmanageable by the classical methods, can now be taken into consideration. The reader will find that the theory of sensitivity plays an important role in the realization of adaptive control systems without search. This chapter is the most complicated and therefore the most interesting one in this book.

7.2 When Is Adaptation Necessary?

The basic principle underlying the design of automatic control systems is the principle of control by error signals or the principle of negative feedback. If an error signal reflects different uncontrollable external actions (disturbances), then it can serve as a measure of deviation of the system from a prescribed regime for which such an error signal would not exist. It was noticed long ago, first in radio engineering and then in automatic control, that an increase of the corresponding gain coefficients in the closed loops can reduce
the influence of the external uncontrollable disturbances and variations in the characteristics of the controlled object (plant characteristics).

Many results of control theory are related to this fact. The effect of strong negative feedback can be obtained either by a direct increase of the gain coefficients or, indirectly by creating the so-called sliding modes in the relay systems of automatic control and in the systems with variable structure. This effect can also be found in the ideas of absolute invariance but in a slightly camouflaged form. Why then cannot such an effect of strong negative feedback sometimes remove the influence of external disturbances and plant variations? The answer to this question has been known for a long time. The remarkable properties of strong negative feedback can only be used when the stability of the closed-loop systems is guaranteed simultaneously with the increase of the gain coefficients. However, this cannot always be achieved.

The presence of time delays, inertias, and occasionally of nonlinearities, does not permit an unlimited increase of gain coefficients since that can destroy the stability of the system. Without an increase in a priori information, it is not possible to increase the gain coefficients and not affect the stability of the system at the same time. For some reason, this is not often obvious. However, with the larger gain coefficients, certain parameters and nonlinearities which were not considered earlier in the analysis of the system could become more apparent. But if they are unknown, then the boundaries of stability could easily be crossed. This tool, which is effective under deterministic conditions, cannot be used when a priori information is insufficient due to the existence of the "barriers of stability."

Some other possibilities based on the effects of compensation and the broadly advertised theory of invariance are also inapplicable, but for a different reason. They are based on the complete knowledge of the plant characteristics and these are frequently unknown. If it is also assumed that the unknown plant characteristics can vary with time, then one can easily see the difficulties which confront these ordinary methods when the problem is to control in an optimal fashion.

In all these cases for which the insufficiency of a priori information is characteristic, the ordinary classical methods are not applicable and we are forced to use adaptation.

It should also be mentioned that in a number of cases it is worthwhile to employ adaptation for obtaining a priori information through the experiments, and later to apply the usual classical methods.
system of nonlinear difference equations in vector form

\[ x[n] = f(x[n - 1], u[n - 1]) \]

(7.1)

where \( f(x, u) = (f_1(x, u), \ldots, f_l(x, u)) \) is an \( l \)-dimensional vector of unknown functions, \( x = (x_1, \ldots, x_l) \) is the state vector of the plant, and \( u = (u_1, \ldots, u_l) \) is the vector of control actions.

The controller is characterized by the control law in the general form

\[ u[n] = k(x[n]) \]

(7.2)

where \( k(x) = (k_1(x), \ldots, k_l(x)) \) is an \( l \)-dimensional vector of unknown functions. The state variables and the control actions can (or must) satisfy certain additional constraints. For instance,

\[ h_{v}^L(x[n]) = 0 \quad (v = 1, \ldots, M_v) \]

(7.3)

and

\[ h_{v}^U(u[n]) \leq 0 \quad (v = 1, \ldots, M_u) \]

(7.4)

The basic problem consists in finding the control law (7.2) such that the state variables and the control actions satisfy the constraints, and that the given criterion of optimality is minimized.

Let the desired state vector of the system be a stationary random vector \( x_0[n] \). The functional

\[ J_1 = M\{F(x_0[n] - x[n])\} \]

(7.5)

where \( F(\cdot) \) is a certain complex function, can then serve as a performance index.

This problem differs from the problems in optimal system theory (both deterministic and stochastic). Here the plant equations are not known and a priori information is insufficient to compute the optimal control law in advance. Within the scope of the theory of optimal systems this problem is not only unsolvable, but its formulation in such a form is also awkward. The adaptive approach provides the solution to the problem. The solution is related to the simultaneous identification and control of the plant.

### 7.4 Dual Control

Insufficient a priori information necessitates a certain combination of plant identification and control. We cannot control a plant in an optimal fashion without knowing its characteristics, but we can study a plant by controlling it. This can then give us an opportunity to improve the control and eventually to reach an optimal control law. In this situation the control actions have a dual
character. They serve as the tools for investigation, plant identification, and also as the tools for steering the plant to a desired (i.e., optimal) state. Such a control in which the control actions have a dual character is called dual control.

In dual control systems there is always a conflict between the identification and the control aspects of a control action. Successful control is possible if the properties of a plant are well-known and the controller can quickly react to the variations in the state of the plant. However, each plant identification requires a certain definite period of time. One could then expect that a short period of control without sufficient information about the properties of the plant followed by a more careful control based on gathered information (even when such a control is no longer necessary) can lead to a successful result.

Duality of knowledge and control, as it was emphasized by Shannon, is closely related to the duality of the past and the future. It is possible to possess knowledge of the past, but we cannot control the past. It is also possible to control the future without knowing the future. In this lies the charm and the meaning of control.

Dual control was discovered and considerably developed by Feldbaum on the basis of statistical theory. It is obvious that such an approach is the best one in those situations when a priori probability density functions of the external disturbances and the plant parameters are given, and when the performance index is the average risk. Unfortunately, this way of obtaining the solution is frequently so complex that it could be used only in certain simple cases. Since the lack of a priori information is also related to the probability density functions, it is then logical to search for some other ways to solve the dual control problems which do not require knowledge of a priori probability density functions. The reader may guess that one of such possibilities is related to the application of adaptation.

7.5 Algorithms of Dual Control

Let us start with the familiar problem of learning what the plant is or, as it is called in Chapter 5, the problem of identification. This problem is reduced to one of minimizing an index of the quality of approximation to the plant characteristics. For a plant described by a system of equations, this index is given in the form of (5.51)

\[ J_2(c) = M\{F_2(x[n] - \Phi(x[n-1], u[n-1], c)) \} \]

(7.6)

As we already know, the minimization of \( J_2(c) \) is achieved either with the help of the search algorithm of identification (5.52),

\[ c[n] = c[n-1] - \gamma_2[n] \nabla_c F_2(x[n], u[n-1], c[n-1], a[n]) \]

(7.7)
or by using the algorithm without search (5.53),
\[ c[n] = c[n-1] - \gamma_2[n] \nabla_c F_2(x[n] - \Phi(x[n-1], u[n-1])c[n-1]) \] (7.8)
In algorithms (7.7) and (7.8), which could be called the algorithms of "learning," the control action is not arbitrary. It is defined by the control law which is acting in the system at that particular instant. Let us write this control law in the general form
\[ u[n] = \hat{k}(x[n], b) \] (7.9)
The right-hand side in (7.9) is a known scalar function of the vector of unknown parameters, \( b \). In particular, the function \( u[n] \) can have the form
\[ u[n] = \Psi(x[n])b \] (7.10)
Here, \( \Psi = \|\psi_{\nu\mu}\| (\nu = 1, \ldots, N_\nu; \mu = 1, \ldots, l_\mu) \) is an \( N_\nu \times l_\mu \) matrix of linearly independent functions \( \psi_{\nu\mu} \) and \( b \) is an \( M_l \)-dimensional vector of unknown coefficients in the controller. The choice of \( \hat{k}(x[n], b) \) or \( \psi_{\nu\mu} \) depends on the realizability of the system. Very often a decisive factor is the simplicity of control or the existence of standard elements used as the building blocks for the controllers. The criterion of optimality (7.5) can now be written in the explicit form
\[ J_1(b, c) = M\{F_1(x^0[n] - \Phi(x[n-1], \Psi(x[n-1])b)c)\} \] (7.11)
The optimal vector \( b = b^* \) corresponds to the minimum \( J_1(b, c) \). Naturally, this optimal vector \( b^* \) depends essentially on the vector \( c \) which defines the plant characteristics. This is emphasized by the arguments of the functional \( J(b, c) \). In finding the optimal vector \( b^* \), we can proceed in the same manner as in determining the optimal vector of the plant characteristic \( c^* \). The minimization of the function (7.11) is obtained either with the help of the search algorithm,
\[ b[n] = b[n-1] - \gamma_1[n] \nabla_b F_1(x^0[n], x[n], b[n-1], a[n], c[n-1]) \] (7.12)
or using the algorithm without search,
\[ b[n] = b[n-1] - \gamma_1[n] \nabla_b F_1(x^0[n] - \Phi(x[n-1], b[n-1])c[n-1]) \] (7.13)
The values \( c[n-1] \) are determined by algorithm (7.7) or (7.8). It is appropriate to name (7.12) and (7.13) the algorithms of "control." In the algorithm of control (7.13) for determining optimal value \( b \) it is necessary to know the gradient of the performance index \( J_1 \) with respect to \( c \).

The algorithms of "learning" and "control" are closely related to each other, i.e., they depend on each other. This is proof that the processes of identification and control are inseparable, and that is the essence of dual control.
7.6 Adaptive Control Systems I

Let us use the search algorithms of dual control (algorithm of learning (7.7) and algorithm of control (7.12)) for determining the block diagram of an adaptive control system. We have already noticed (see Section 3.6) that an estimate of the gradient based on divided differences can be obtained by synchronous detection. The block diagram of the adaptive system is given in Fig. 7.1. As it is not difficult to see, the block diagram represents a unification of a plant identification scheme and an adaptive filter which were based on the search algorithms of dual control. In this adaptive system, each new value of the state of the plant \( x[n] \) causes a variation in the parameters \( c[n] \) and \( b[n] \). Some other strategies of learning and control are also possible. For instance, the variations of \( c[n] \) and \( b[n] \) can be introduced after each series of \( l \) steps (where \( l \) is the assumed order of the system, i.e., the number of essential state variables), or after a certain number of steps when it can be assumed with certainty that we have found actual optimal values of the vectors \( b^* \) and \( c^* \) under given conditions.

7.7 Adaptive Control Systems II

If it is impossible or for some reason undesirable to apply the method of search, an adaptive control system without search can then be designed on the basis of the algorithms of dual control (7.8) and (7.13).

Let us consider the algorithm of control (7.13) in more detail. It could be noticed that the gradient \( \nabla_b F(\cdot) \) contains not only the known functions
(since the functions $F(\cdot)$, $\phi_{\mu v}$, and $\psi_{\nu}$ are known), but that it also includes the unknown functions

$$\frac{\partial x_\mu}{\partial b_v} = v_\mu \quad (v = 1, \ldots, N_1; \mu = 1, \ldots, l_1) \quad (7.14)$$

which are the partial derivatives of the plant output with respect to the parameters $b$. These functions are called sensitivity functions. They characterize the influence of the variations in system parameters upon the processes in the system, and can be obtained by the special sensitivity models. We shall consider them briefly later.

In order to explain the basic idea and not complicate its essence by the details (which in time could become even essential), we shall limit ourselves to the linear plants described by the difference equations of the form

$$x[n] = \sum_{m=1}^{l_1} a_m x[n - m] + hu[n - 1] \quad (7.15)$$

Introducing the vector of coefficients,

$$c = (a_1, \ldots, a_l; h) \quad (7.16)$$

and the vector of situations,

$$z[n] = (x[n - 1], \ldots, x[n - 1]; u[n - 1]) \quad (7.17)$$

we write an estimate of $x[n]$ as

$$x[n] = c^T z[n] \quad (7.18)$$

We assume that the control law is linear,

$$u[n - 1] = \sum_{\mu=1}^{l_1} b_\mu x[n - \mu] \quad (7.19)$$

or, briefly,

$$u[n - 1] = b^T Y[n] \quad (7.20)$$

where

$$b = (b_1, \ldots, b_{l_1}) \quad (7.21)$$
is the vector of the controller parameters, and
\[ Y[n] = (x[n - 1], \ldots, x[n - l]) \]  
(7.22)
is the vector of input variables for the controller.

Plant identification is performed with the help of the algorithm of learning,
\[ c[n] = c[n - 1] + \gamma_2[n]F_2'(x[n] - c^T[n - 1]z[n])z[n] \]  
(7.23)
which minimizes the functional of the quality of identification
\[ J_2(c) = M\{F_2(x[n] - c^Tz[n])\} \]  
(7.24)
If we assume that
\[ dc[n]/db[n] \approx 0 \]
then the algorithm of control is of the following form:
\[ b[n] = b[n - 1] + \gamma_1[n]F_1'(x_0[n] - c^T[n - 1]z[n])V_b[n]c[n] \]  
(7.25)
where
\[ V_b[n] = \begin{bmatrix} \frac{\partial x[n - 1]}{\partial b_1[n - 1]} & \cdots & \frac{\partial x[n - 1]}{\partial b_{l_1}[n - 1]} & \cdots & \frac{\partial x[n - 1]}{\partial b_{l_1}[n - 1]} \\ \vdots & \vdots & \vdots \\ \frac{\partial x[n - 1]}{\partial b_{l_1}[n - 1]} & \cdots & \frac{\partial x[n - 1]}{\partial b_{l_1}[n - 1]} & \cdots & \frac{\partial x[n - 1]}{\partial b_{l_1}[n - 1]} \end{bmatrix} \]  
(7.26)
is an \((l_1 \times l_1)\)-dimensional sensitivity matrix.

If we introduce the matrices
\[ V_{bl_1}[n] = \left\| \frac{\partial x[n - v]}{\partial b_{l_1}[n - 1]} \right\| (v = 1, \ldots, l_1; \mu = 1, \ldots, l_1) \]  
\[ V_{bl_1}[n] = \left\| \frac{\partial x[n - v]}{\partial b_{l_1}[n - 1]} \right\| (v = 1, \ldots, l_1; \mu = 1, \ldots, l_1) \]  
(7.27)
and the vector \(a = (a_1, \ldots, a_l)\), then algorithm (7.27) can be written as
\[ b[n] = b[n - 1] + \gamma_1[n]F_1'(x_0[n] - c^T[n - 1]z[n]) \\
\times (V_{bl_1}[n]a[n] + h[n]V_{bl_1}[n]b[n - 1] + h[n]Y[n]) \]  
(7.28)
The block diagram of an adaptive control system based on algorithms (7.25) and (7.28) for the case of \(l - l_1 = 2\) is given with all the details in Fig. 7.2. This scheme includes the sensitivity model which will be discussed in the next section.
7.8 Sensitivity Model

The sensitivity model offers a direct way to determine the sensitivity functions $v_v = \partial x/\partial a_v$. The input to the model is the plant output, and the signals measured at different points in the model correspond to the sought sensitivity functions.
In order to determine the block diagram of the sensitivity model, we differentiate both sides of the plant equation (7.15) with respect to $a_v$. We then obtain an equation related to the sensitivity functions:

$$u_v[n] = \sum_{m=1}^{l} a_m u_v[n - m] + x[n - v]$$  \hspace{1cm} (7.29)

This equation is similar to the plant equation (7.15); the input $x[n]$ in (7.15) corresponds to the sensitivity function in (7.29), and the control action $hu[n - 1]$ corresponds to the plant output delayed by $v$ time intervals. The block diagram of the sensitivity model described by equation (7.29) is presented in Fig. 7.3a. It is a discrete filter with the input signal $x[n - v]$, and the error represents a corresponding sensitivity function. This block diagram of the sensitivity model is similar to the block diagram of the model of a plant described by linear difference equations. In general, $l$ sensitivity models are needed for obtaining sensitivity functions $v_v[n], (v = 1, \ldots, l)$. However, if the plant is assumed to be linear with constant coefficients, the equations of sensitivity are also linear with constant coefficients, and only one model can be used for obtaining all sensitivity functions. This possibility is obvious from Fig. 7.3b. The input signal to the discrete filter is the plant output $x[n]$, and the signals which correspond to the sensitivity functions $v_v[n - m]$ are measured through a delay line.
Similarly, we can construct the sensitivity models for nonlinear plants. But in that case we are not able to use a single model as in the case of a linear plant. If it were possible to provide the conditions under which the input and output signals of the plant are decoupled or independent, then we could use the plant above as a sensitivity model.

### 7.9 Adaptive Control Systems III

Let us assume that the vector $c$ of "uncontrollable" parameters is randomly varying, and that we can act upon the vector of "control" parameters $b$ so as to minimize the influence of the uncontrollable parameters which cause a deviation of the system from the normal regime of operation. If these vectors were not varying, we could define a certain performance index using well-known results of automatic control theory,

$$J^0 = S(c, b)$$  \hspace{1cm} (7.30)

In the case of stationary random variations of the vector $c$, the performance index $J^0$ is also a random variable; therefore, we shall try to find a control, i.e., vector $b$, for which the mathematical expectation of the performance index

$$J(b) = M\{S(c, b)\}$$  \hspace{1cm} (7.31)

is minimized.
The algorithm of control could be a search algorithm, for instance,
\[ b[n] = b[n-1] - \gamma[n]v_n \cdot S(c[n], b[n-1], a[n]) \] (7.32)
or an algorithm without search,
\[ b[n] = b[n-1] - \gamma[n]v_n S(c[n], b[n-1]) \] (7.33)
Here, \( c[n] \) is a realization of the random vector \( c \).

The block diagram which corresponds to algorithm (7.32) is shown in Fig. 7.4. In order to reduce the adaptation time, we can construct another internal loop of search for selecting the optimal values of the quantity \( a[n] \) which in this case has the form \( a[n] = A/n^2 \).

### 7.10 Simplified Adaptive Systems

Adaptive systems without search, which use the sensitivity models, as we have seen in Section 7.6, are very complicated even in the simplest cases. But the adaptive systems can be simplified if we do not attempt to identify the plant, i.e., if we remove the plant identification algorithm. This can be accomplished in the following way. We shall request that the system “imitates” another system which is considered to be a model reference. Naturally, the choice of this model reference system is based on specific a priori information if we ask only that the properties of the adaptive system approach a model reference system. But let us assume that the model reference is in some way chosen. This means that we have created a model of a desired system. Then this model can serve as a teacher that trains our system to have properties similar to its own. The block diagram of such a simplified adaptive system (or a model reference adaptive system) is shown in Fig. 7.5. From this block diagram, it is apparent that our system plays the role of a perceptor which identifies the model—the desired system. The quality of such an adaptive system is lower than that of the systems considered in Section 7.7. This verifies that the simplicity is not obtained without a price.

### 7.11 Systems of Control by Perturbation

In these systems the control is accomplished on the basis of disturbance measurements which cause the deviation of the state of the system from a desired one. The control by perturbation, if this perturbation can be measured, is a very effective way of improving the dynamic characteristics of the control systems. An extension of the adaptive approach to this type of system does not present any difficulties, and the reader can develop the algorithms of control for the cases of his interest when the need occurs.

We shall now touch upon a very interesting problem of control by perturbation of the so-called overdetermined plants. The number of controlled
variables (states) in these plants exceeds the number of control actions. The equation of overdetermined plants is written as

\[ y = f(x, u) \]  \hspace{1cm} (7.34)

where

\[ x = (x_1, \ldots, x_{l_1}) \]  \hspace{1cm} (7.35)

is an \( l_1 \)-dimensional vector of perturbations,

\[ u = (u_1, \ldots, u_{l_2}) \]  \hspace{1cm} (7.36)

is an \( l_2 \)-dimensional vector of control actions and

\[ y = (y_1, \ldots, y_{l}) \]  \hspace{1cm} (7.37)

is an \( l \)-dimensional vector of output variables.

For overdetermined systems, \( l_1 > l_2 \). Therefore, it is not possible to guarantee the maintenance of all the output variables on the desired levels. However, it is possible to keep all the output variables within certain limits,

\[ a_k' \leq y_k \leq a_k'' \hspace{1cm} (k = 1, \ldots, l) \]  \hspace{1cm} (7.38)

where \( a_k' \) and \( a_k'' \) are preselected on the basis of technical constraints imposed on the plant under consideration.
In order to accomplish this, we use the following control law based on perturbation:

\[ u = \phi(x)c \quad (7.39) \]

where \( \Phi(x) = \|\phi_{\mu v}(x)\| \) \((\mu = 1, \ldots, M; v = 1, \ldots, N)\) is the matrix of known functions \( \phi_{\mu v}(x) \). Equation (7.39) defines the structure of the controller.

7.12 Algorithms of Optimal Control

The probability that the \( k \)th component of the vector lies within the permissible limits defined by the interval \([a_k', a_k'']\) depends on the choice of the parameter vector \( c \), i.e.,

\[ P_k(c) = P\{y_k \notin [a_k', a_k'']\} \quad (7.40) \]

where

\[ y_k = f_k(x, \Phi(x)c) \]

The quality of control is completely defined by the vector function \( P(c) = (P_1(c), \ldots, P_l(c)) \), and the problem of optimal control of an overdetermined plant can be formulated as a problem of finding such a vector \( c = c^* \) for which

\[ J(c) = M_k\{P_k(c)\} \quad (7.41) \]

attains the minimum. Here \( k \) is a random index which takes the value of the index of one of the components of the output vector \( y \) which falls outside the permissible limits. The rules by which only one of the components which simultaneously fall outside the permissible limits is chosen may be different. For instance, if the components with the indices \( \mu_1, \ldots, \mu_s \) are simultaneously outside the permissible limits, then the random index \( k \) can take one of these values with probability \( 1/s \). If all the components lie within the permissible limits, at that instant of time the random index \( k \) is considered to have the value zero. The probability distribution of \( k \) is completely determined by the probability distributions of the components of the output vector \( y \), and by the rule for selecting one of a number of components which at the given instant of time fall outside the permissible limits.

We introduce our well-known characteristic function,

\[ \theta_k(c) = \begin{cases} 0 & \text{if } y_k \notin [a_k', a_k''] \\ 1 & \text{if } y_k \in [a_k', a_k''] \end{cases} \quad (7.42) \]

and the criterion of optimality (7.41) can be written as

\[ J(c) = M_{\theta, k}\{\theta_k(c)\} \quad (7.43) \]
where mathematical expectation is taken with respect to $\theta$ and $k$. For finding the optimal value $c = c^*$ which minimizes $J(c)$, we use the search algorithm of adaptation. Then

$$c[n] = c[n - 1] - \gamma[n]\nabla c, \theta_m(c[n - 1], a[n]) \quad (7.44)$$

where $m$ is the value of the random index at the $n$th step.

If only one of the components in the output vector can fall outside the permissible boundaries at each instant of time, then the criterion of optimality (7.43) can be written as

$$J(c) = M_k\{P_k(c)\} = \sum_{v=1}^{l} P_{v}^2(c)$$

or

$$J(c) = \|P(c)\|_2 \quad (7.45)$$

where $\|P(c)\|$ is the euclidean norm of the vector $P(c)$. Therefore, the search algorithm of adaptation provides the minimum of the criterion of optimality (7.43), and in certain cases even of the criterion (7.45).

It might frequently be necessary to minimize the probability that even one component of the output vector does not leave the region $\Omega_l$, i.e., to minimize

$$J(c) = P[y \in \Omega_l] \quad (7.46)$$

where

$$\Omega_l = \{z; a_v' \leq z_v \leq a_v''\} \quad (7.47)$$

By introducing the characteristic function

$$\theta(c) = \begin{cases} 0 & \text{if } y \in \Omega_l \\ 1 & \text{if } y \notin \Omega_l \end{cases} \quad (7.48)$$

we can write the functional (7.46) in another form:

$$J(c) = M\{\theta(c)\} \quad (7.49)$$

In this case, the search algorithm of adaptation which minimizes the criterion of optimality (7.46) can be written as

$$c[n] = c[n - 1] - \gamma[n]\nabla c, \theta(c[n - 1], a[n]) \quad (7.50)$$

### 7.13 Another Possibility

If for a certain component $y_m$ of the output vector $y$ we could select a value $c_m^0$ of the vector $c$ for which $P_m(c_m^0) = 0$, then instead of the search algorithm, we could use the relaxation algorithms, such as

$$c[n] = c[n - 1] - \gamma[n](c[n - 1] - c_m^0) \quad (7.51)$$

where $m$ is the value of the random index $k$ at the $n$th step. A similar approach to the solution of the problem can be based on the following.
If at the \( n \)th step the \( m \)th component of the output vector falls outside the permissible limits, then it is logical to assume that, for \( c = c[n-1] \),

\[
\max_v P_v(c[n-1]) = P_m(c[n-1])
\]

(7.52)

and, therefore, there is a reason to change \( c[n-1] \) in order to satisfy the condition

\[
P_m(c[n]) \leq P_m(c[n-1])
\]

(7.53)

If \( P_k(c) \) \((k = 1, \ldots, l)\), is "strongly unimodal" (for any permissible values of \( c, m \) and \( \lambda \) such that \( 0 < \lambda < 1, P_m[c - \lambda(c_m^0 - c)] \leq P_m(c) \)), then algorithm (7.51) acts to satisfy condition (7.53) at each step of its operation. Such an algorithm can be applied, for instance, in the solution of the problem of controlling an overdetermined system which is optimal according to the performance criterion

\[
J(c) = \max_v P_v(c)
\]

(7.54)

---

### 7.14 Extremal Control Systems

Test signals of one kind or another are usually employed in the construction of extremal control systems. These test signals can define the direction of motion along the extremal characteristic. If for some reason it is impossible or undesirable to perform the test directly on the plant, extremal control can be accomplished with the help of an adaptive model of the plant. This model is used for estimating the extremal characteristic.

In the general case, the extremal plant is described by the equation

\[
x = A(u, \xi) + \xi
\]

(7.55)

where \( A \) is a nonlinear and complex operator, \( u \) is the control action, \( \xi \) is the uncontrollable disturbance, and \( \xi \) is the perturbation at the input of the plant.

The basic problem of extremal control is to define a control action for which the criterion of optimality

\[
J(u) = M\{x\}
\]

(7.56)

is maximal. The simplest way to do this is to perform the search directly on the plant. For this, one can use search algorithms of adaptation,

\[
u[n] = u[n-1] - \gamma[n]V_u^*x[n]
\]

(7.57)

where

\[
V_u^*x[n] = V_u^*[A(u[n-1], a[n], \xi[n])] + \xi[n]
\]

(7.58)

Of course, instead of \( V_u^*x[n] \) we can use here \( \hat{V}_u^*x[n] \). This is a traditional way of constructing the extremal systems. However, we are frequently not allowed to perturb the plant by the test signals. In such cases we can use algorithms of control and identification without search.
7.15 Algorithms of Extremal Control

The algorithms without search, such as

\[ u[n] = u[n - 1] - \gamma_1[n] V_u x[n] \] (7.59)

can be used in order to avoid the applications of the test signals. The gradient

\[ V_u x[n] = V_u [A(u, \zeta) - \xi] \] (7.60)

is computed with the help of a self-adjusting model. A typical diagram of this model is a cascade of linear and nonlinear parts (Fig. 7.6) which are assumed
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to be described by the following equations:

\[ y[n] = \sum_{m=1}^{n} w[m] u[n - m] \] (7.61)

and

\[ \hat{x}[n] = c_1 + c_2 y + c_3 y^2 \] (7.62)

where \( w[n] \) is the impulse response of the linear part with \( w[0] = 0 \), and \( c_1, c_2, c_3 \) are the coefficients of the approximating extremal characteristic. For simplicity we assume that the impulse response \( w[n] \) is known and that the coefficients \( c_1, c_2, c_3 \) are unknown. We shall mention, however, that the general case in which \( w[n] \) is also unknown should not present any difficulties to the reader who has both sufficient time and patience.

By setting (7.61) into (7.62), we obtain the equation of the model for the extremal plant

\[ x[n] = c_1 + c_2 \sum_{m=1}^{n} w[m] u[n - m] \]

\[ + c_3 \sum_{m_1, m_2=1}^{n} w[m_1] w[m_2] u[n - m_1] u[n - m_2] \] (7.63)

The derivative of \( \hat{x}[n] \) with respect to \( u[n - 1] \) for fixed \( u[n - m] \) (\( m = 2, 3, \ldots, n - 1 \)) is

\[ \frac{\partial \hat{x}[n]}{\partial u[n - 1]} = \left( c_2 + 2 c_3 \sum_{m=1}^{n} w[m] u[n - m] \right) w[1] \] (7.64)
In the realization of the algorithm we do not have to pay any attention to the multiplier \( w[1] \) which influences only the scale of the derivative (7.64) if we select the sign of \( \gamma[n] \) so that

\[
\gamma[n]w[1] > 0
\]

(7.65)

Then the algorithm of control can be written in the form

\[
u[n] = u[n - 1] - \gamma_1[n](c_2[n - 1] + 2c_3[n - 1] \sum_{m=1}^{n} w[m]u[n - m])
\]

(7.66)

7.16 Algorithms of Learning

The algorithm of control (7.66) contains the unknown coefficients \( c_2, c_3 \), which can be determined by solving the problem of identification. Let the performance index of identification be

\[
J(c) = M\{F(x - \hat{x})\}
\]

(7.67)

The algorithm of identification or learning can then be written as

\[
c_v[n] = c_v[n - 1] - \gamma_v[n] \frac{\partial}{\partial c_v} F(x[n] - \hat{x}[n]) \quad (v = 1, 2, 3)
\]

(7.68)

where \( \hat{x}[n] \) is defined by (7.63).

It is not difficult to compute the components of the gradients which appear in algorithm (7.68):

\[
\frac{\partial F(\cdot)}{\partial c_1} = - \frac{\partial F(\cdot)}{\partial \hat{x}} \left( 1 + c_2[n - 1]w[1] \frac{\partial u[n - 1]}{\partial c_1} + 2c_3[n - 1]w[1] \sum_{m=1}^{n} w[m]u[n - m] \frac{\partial u[n - 1]}{\partial c_1} \right)
\]

\[
\frac{\partial F(\cdot)}{\partial c_2} = - \frac{\partial F(\cdot)}{\partial \hat{x}} \left( \sum_{m=1}^{n} w[m]u[n - m] + c_2[n - 1]w[1] \frac{\partial u[n - 1]}{\partial c_2} + 2c_3[n - 1]w[1] \sum_{m=1}^{n} w[m]u[n - m] \frac{\partial u[n - 1]}{\partial c_2} \right)
\]

\[
\frac{\partial F(\cdot)}{\partial c_3} = - \frac{\partial F(\cdot)}{\partial \hat{x}} \left( \sum_{m_1, m_2=1}^{n} w[m_1]w[m_2]u[n - m_1]u[n - m_2] \right.
\]

\[
+ c_2w[1] \frac{\partial u[n - 1]}{\partial c_3} + 2c_3w[1] \sum_{m=1}^{n} w[m]u[n - m] \frac{\partial u[n - 1]}{\partial c_3} \right)
\]

(7.69)
7.17 Continuous Algorithms

In the case of a continuous control of an extremal plant, algorithms (7.66) and (7.68) are replaced by the following:

\[
\frac{du(t)}{dt} = -\gamma_1(t) \left[ c_2(t) - 2c_3(t) \int_0^t w(\tau)u(t - \tau)\,d\tau \right]
\]

\[
\frac{dc_v}{dt} = -\gamma_2(t) \frac{\partial F(x(t) - \hat{x}(t))}{\partial c_v} \quad (v = 1, 2, 3)
\]

(7.70)

where now

\[
\hat{x}(t) = c_1 + c_2 \int_0^t w(t)u(t - \tau) + c_3 \int_0^t \int_0^\tau w(\tau_1)w(\tau_2)u(t - \tau_1)u(t - \tau_2)\,d\tau_1\,d\tau_2
\]

(7.71)

We shall not write explicitly the components of the gradient appearing in the second of the algorithms (7.70). They can be determined very simply by analogy to (7.69). We shall mention that these components, as the algorithms alone, are obtained from (7.69), (7.66) and (7.68) by a limiting process.

7.18 Structural Scheme

The components of the gradient which appear in the algorithm of learning depend on the sensitivity functions of the algorithm of control. These sensitivity functions can be determined using the sensitivity models. The final structural scheme of the extremal control is shown in Fig. 7.7.

7.19 Possible Simplifications

Let us assume that the control action is constant during an interval of duration \(M_0\). Then, from (7.69) we obtain simpler relations:

\[
\frac{\partial F(\cdot)}{\partial c_1} = -\frac{\partial F(\cdot)}{\partial \hat{x}}
\]

\[
\frac{\partial F(\cdot)}{\partial c_2} = -\frac{\partial F(\cdot)}{\partial \hat{x}} \sum_{m=1}^n w[m]u[n - m]
\]

\[
\frac{\partial F(\cdot)}{\partial c_3} = -\frac{\partial F(\cdot)}{\partial \hat{x}} \sum_{m_1, m_2=1}^n w[m_1]w[m_2]u[n - m_1]u[n - m_2]
\]

(7.72)

and the algorithm of learning becomes

\[
c_v[r] = c_v[r - 1] - \gamma_2[r]F'(x[r] - \hat{x}[r]) \quad (v = 1, 2, 3)
\]

(7.73)
Possible Simplifications

Fig. 7.7
where \( n = M_0 r \), i.e., during the interval of time when a constant control action is applied and there are \( M_0 \) steps of plant identification. We can go even further by discarding the algorithm of control. Actually, if we can define \( c_1, c_2, c_3 \), then it is not difficult to determine the optimal control in an analytic way, at least in those cases where we are convinced that the extremal characteristic can be represented with sufficient accuracy by a second-order parabola.

In the case that we are considering,

\[
u_{\text{opt}} = c_2^* / 2c_3^* \sum_{m=1}^{\infty} w[m] \tag{7.74}\]

We have met a similar situation in Section 6.7. Such a simplified block diagram of the extremal system is shown in Fig. 7.8. In addition to the familiar elements, a divider indicated by the symbol \( : \) is also used.

When the extremal characteristic differs from a parabolic one, and when other nonlinearities exist, the construction of a sensitivity model is very complicated and sometimes even impossible. The answer could be found by using the plant alone as a sensitivity model. It is also possible to test the model and then transfer the control actions to the plant.
The problem of synthesis of optimal control systems has for many years attracted the attention of scientists and engineers. We shall try to show one possibility of solving a similar problem on the basis of the adaptive approach. So that the reader will not get the impression that the adaptive approach is applicable only to the discrete systems described by the difference or sum equations, we shall consider here a plant described by the vector differential equation

\[ \dot{x}(t) = f(x(t), u(t)) \]  

(7.75)

where

\[ x(t) = (x_1(t), \ldots, x_k(t)) \]  

(7.76)

is the state vector and

\[ u(t) = (u_1(t), \ldots, u_k(t)) \]  

(7.77)

is the vector of control actions.

The performance of control is evaluated by the functional

\[ J^0 = \int_0^T f_0(x(t)) \, dt \]  

(7.78)

In the problem of synthesis it is necessary to find such a control law for which the functional \( J^0 \) is minimal under the constraint (7.75). When \( u \) is scalar, this law has the form

\[ u(t) = k(x(t), t) \]  

(7.79)

The equation describing the controller will be sought in the form

\[ u(t) = \hat{k}(x(t), t) = c^T \phi(x(t), t) \]  

(7.80)

which is assumed to be known to us. In this case the problem is similar to the problem of estimating an unknown function of \( k \) (Section 7.5). It should be mentioned that the form of the vector function \( \phi(x, t) \) is a priori defined on the basis of practical considerations of the design, and not only by a desire to approximate a function \( \hat{k}(x, t) \) in a certain "best" sense.

Equation (7.75) can be replaced by the equation,

\[ \dot{x}(t) = f(x(t), c^T \phi(x(t), t)) = f_1(x(t), c) \]  

(7.81)

The solution of this equation,

\[ x(t) = x(x(0), c, t) \]  

(7.82)
depends on the initial state vector \( \mathbf{x}(0) \) and the parameter vector \( \mathbf{c} \). Then, the functional (7.79),

\[
J^0(\mathbf{c}) = \int_0^T f_0(\mathbf{x}(0), \mathbf{c}, t) \, dt = \Phi(\mathbf{x}(0), \mathbf{c})
\]  

(7.83)

also depends on the initial condition. This means that it is impossible to uniquely determine the optimal vector \( \mathbf{c} \) since it depends on the initial state \( \mathbf{x}(0) \). In order to avoid this nonuniqueness, it is natural to consider \( \mathbf{c} = \mathbf{c}^* \) as optimal if it minimizes (7.78) in an average sense with respect to an unknown but nevertheless existing, probability density function of the initial conditions, \( p(\mathbf{x}(0)) \).

Therefore, we have to minimize the functional

\[
J(\mathbf{c}) = M_x \left\{ J^0(\mathbf{c}) \right\} = M_x \left\{ \int_0^T f_0(\mathbf{x}(0), \mathbf{c}, t) \, dt \right\}
\]  

(7.84)

### 7.21 Application of Adaptation Algorithms

In order to apply adaptation algorithms, it is first of all necessary to find the gradient of the performance index \( J(\mathbf{c}) \) with respect to \( \mathbf{c} \). The simplest way to accomplish this is to use the conjugate system. The equation describing the conjugate system is

\[
\psi(t) = -\nabla f_0(\mathbf{x}) - F(\mathbf{x}, \mathbf{c})\psi(t)
\]

(7.85)

where

\[
F(\mathbf{x}, \mathbf{c}) = \left\| \frac{\partial f_0(\mathbf{x}, \mathbf{c})}{\partial x_\mu} \right\| \quad (\nu, \mu = 1, \ldots, l)
\]  

(7.86)

The Hamiltonian of the system is

\[
H(\psi, \mathbf{x}, \mathbf{c}) = -f_0(\mathbf{x}) - \psi^T f(\mathbf{x}, \mathbf{c})
\]  

(7.87)

The differential of \( J^0(\mathbf{c}) \) defined in (7.83) is

\[
\delta J^0(\mathbf{c}) = \int_0^T \nabla_\mathbf{c}^T H \, \delta \mathbf{c} \, dt = \delta^T \mathbf{c} \int_0^T \nabla_\mathbf{c} H \, dt
\]  

(7.88)

where

\[
\nabla_\mathbf{c} H = \left( \frac{\partial H}{\partial c_1}, \ldots, \frac{\partial H}{\partial c_N} \right)
\]  

(7.89)

Therefore, we can see that the vector \( Q(\mathbf{x}(0), \mathbf{c}) = \int_0^T \nabla_\mathbf{c} H(\psi, \mathbf{x}, \mathbf{c}) \, dt \) plays the role of the gradient of the performance index in the parameter space

\[
\nabla J^0(\mathbf{c}) = Q(\mathbf{x}(0), \mathbf{c}) = \int_0^T \nabla_\mathbf{c} H(\psi, \mathbf{x}, \mathbf{c}) \, dt
\]  

(7.90)
Now, using the adaptive approach, we can propose the following algorithm for finding the optimal vector $c = c^*$:

$$c[n] = c[n - 1] - \gamma[n]Q(x[n], c[n - 1])$$

(7.91)

This algorithm "works" in the following fashion. First we select an arbitrary value $c[0]$ and measure the initial state $x_0[0]$. Knowing $c[0]$ and $x_0[0]$, and using relations (7.85), (7.87), (7.89) and (7.90) we find $Q(x_0[0], c[0])$, and according to (7.91) we determine $c[1]$; then the procedure repeats. For every iteration we have to measure the output of the system $x(t)$ during the time interval equal to $T$ while $c = c[n]$ is kept constant.

It should be mentioned that in the general case of a nonlinear system (7.75), the performance index surface is multimodal, and it is therefore difficult to state the conditions under which $J(c)$ is convex, i.e., with a single extremum.

### 7.22 The Synthesis of Optimal Systems in the Presence of Noise

In the previous section we have assumed that the state vector $x$ can be measured exactly. Unfortunately, very often another vector, say $y$, is measured instead of the state vector $x$. The observation vector $y$ depends on the state vector $x$, noise $\xi$, which characterizes measurement accuracy and, perhaps, time $t$.

How, then, can we synthesize an optimal system under these conditions? The methods for solving this problem in the case of nonlinear plants are still unknown. A single, and thus perhaps well-known, solution consists of the following. The plant is assumed to be linear, the noise is assumed to be gaussian, and the performance index is assumed to be quadratic. These assumptions ensure the complete success of the solution of a problem not actually posed but obtained as a result of linearization and "gaussianization." But even if we close our eyes to such a substitution, or, in the best case, if such a substitution is proper, the traditional methods would not give us satisfactory results. Plants described by equations of a higher order would require enormous computational difficulties caused by a necessity to solve a large number of nonlinear Ricatti equations.

In order to solve the synthesis problem considered here, we shall try to find the equation of the controller in the form

$$u(t) = k(y(t), c)$$

(7.92)

where $k$ is a certain given function,

$$y(t) = (y(t), y(t - \tau), \ldots, y(t - l\tau))$$

or

$$y(t) = (y(t), y(t - \tau), \ldots, y(t - l\tau))$$

(7.93)
is a vector of measurable variables, and
\[ c = (c_1, \ldots, c_N) \]  
(7.94)
is the vector of still unknown parameters, where, as it was already mentioned earlier,
\[ y(t) = r(x(t), \xi, t) \]  
(7.95)

We shall assume that either the optimal control law (a function of state variables) or the optimal control function (a function of time) is known. By constructing a model of the plant, we make \( x(t) = (x(t), x'(t), \ldots, x'(t)) \) or \( x(t) = (x(t), x(t - \tau), \ldots, x(t - l\tau)) \) available for measurement. This model can also be used to test different optimal control actions \( u(t) \), i.e., for different initial states. With this we also find the optimal values of the vector \( y(t) \), and then a table of behavior for an “ideal” optimal system can be formed. The problem now is to select a parameter vector \( c = c^* \) in (7.92) for which the ideal system is approximated in a certain “best” sense.

This approach is especially efficient for the minimum-time optimal control system. In this case, as it is known, \( u(t) = \pm 1 \). It is then necessary to determine \( c \) such that for small \( \varepsilon > 0 \) the inequalities
\[ u(t) + \varepsilon - k(y(t), c) > 0 \]
\[ u(t) - \varepsilon - k(y(t), c) < 0 \]  
(7.96)
are satisfied. If \( k \) is linearly dependent on \( c \), we obtain a system of linear inequalities already found in Section 4.11. The method presented there solves the problem in this case too. In the general case, this problem becomes one of solving a system of nonlinear inequalities (7.96), and under certain conditions we can apply analogous, but necessarily more general, algorithms.

### 7.23 Control and Pattern Recognition

In Sections 7.21 and 7.22 it was explained that a minimum-time optimal control problem is reduced to a solution of a system of inequalities. The problem is therefore similar to a pattern recognition problem. This relationship will be discussed using a particular example. For the simplest conservative system described by an equation of the second order, the relay type of control law ensures minimal-time operation if the switching boundary is a semicircle (Fig. 7.9).

Let us assume that we measure
\[ y = x_1^2 + x_2^2 + \xi \]  
(7.97)
This variable is measured, for example, by observing a satellite through a telescope if \( x_1 \) and \( x_2 \) are the coordinates of the satellite, and \( \xi \) is noise. We
shall also assume that \( y \) is measured at discrete instants of time, \( t, t - \tau, t - 2\tau, \ldots \). Let us construct a vector of \( l \) measured values,

\[
\mathbf{y} = (y(t), y(t - \tau), \ldots, y(t - l\tau))
\]  

(7.98)

For switching \( u(t) \), we choose the following rule: If \( \mathbf{y}^T \mathbf{a} - a_0 > 0 \), the sign of \( u(t) \) is changed; if \( \mathbf{y}^T \mathbf{a} - a_0 < 0 \), the sign of \( u(t) \) is not changed. Here, \( \mathbf{a} = (a_1, \ldots, a_l) \). Optimal values \( (a, a_0) \) can be determined in the same way as in the problem of pattern recognition.

An optimal system will be modeled on a digital computer. It is then possible to find the corresponding optimal trajectories for different initial conditions. Those vectors \( \mathbf{y} \) for which \( u(t) = -1 \) will be classified into the pattern class \( A \), and the others into pattern class \( B \). Therefore,

\[
\begin{align*}
\mathbf{y}_A^T \mathbf{a} - a_0 &> 0 \\
\mathbf{y}_B^T \mathbf{a} - a_0 &< 0
\end{align*}
\]  

(7.99)

and the problem is to solve the system of linear inequalities. This could be accomplished by any of the algorithms discussed in Sections 4.11 and 4.12.

### 7.24 Generalization of the Methods of Synthesis

The method of synthesizing optimal systems presented in Section 7.22 can be slightly generalized if it is reduced to a direct minimization of a certain functional, bypassing the system of inequalities. We shall assume that an "ideal" optimal system which not only operates in an optimal fashion, but in which all the necessary variables can be measured, is at our disposal. This ideal system can be considered to be a "teacher." The role of a "student" is performed by typical controllers which have several adjustable parameters. These controllers have to "learn" to perform the functions usually performed by expensive "real" optimal systems in the best way possible.

Let us proceed in the following way: We shall first determine the correspondence between the initial conditions \( x_\mu(0) (\mu = 1, \ldots, M_0) \) and the optimal control \( u_\mu^*(t) \); this in turn determines the optimal process \( x_\mu^*(t) \). Therefore, the number of samples must be equal to \( M_0 \).
Let us choose the control law in the form of

\[ u(t) = c^T \phi(x(t)) \]  

(7.100)

We shall then determine the optimal parameter vector so that it minimizes the performance index

\[ J(c) = \frac{1}{M_0} \sum_{\mu=1}^{M_0} F(u^*_\mu - c^T \phi(x_\mu)) \]  

(7.101)

which represents a measure of deviation of the control law (7.100) from the ideal optimal control law \( u^*_\mu(t) \). This can be accomplished simply by an adaptive algorithm such as

\[ c[n] = c[n-1] - \gamma[n]\nabla_c F(u^*[n] - c^T[n-1] \phi(x[n-1])) \]  

(7.102)

The scheme of "learning" is shown in Fig. 7.10. Here, \( k(x) \) is the characteristic of the ideal controller ("teacher"), and \( c^T \phi(x) \) is the sought characteristic of a typical controller ("student").

7.25 Certain Problems

We shall now formulate a number of problems which could be solved using the adaptive approach. In addition to such problems, we shall also formulate some other problems for which the solutions are not yet known.

The behavior of closed-loop control systems is more complicated than the behavior of the open-loop systems which were considered in the previous
chapters. The questions of interaction between the algorithms of learning and those of control occurred while studying the problems of learning and adaptation in the closed-loop system and the question related to the influence of this interaction on the convergence properties of such algorithms. But let us assume that the conditions of convergence are established; then, as we have already mentioned in Section 7.6, different strategies of learning and control are possible. All these strategies are equivalent when the adaptation time is infinite. The situation is drastically changed when the adaptation time is finite. In such a case, the question of selecting an appropriate relationship between the algorithms of learning and algorithms of control is of primary importance. When the plant characteristic is unknown to a certain specified degree, the problem of optimal control arises.

Frequently we face the difficulty of selecting the performance index. It must usually contain several components such as the cost of the raw materials, energy resources, volume of the achieved production, etc. The performance index components must come with definite coefficients (weights) which are not usually known a priori, and which must be determined during the process of exploitation. In other words, part of the problem is the adaptation of the performance index. The solution of this problem is also possible on the basis of the described approach.

A whole series of problems in optimization of automatic systems is related to the minimization of functionals such as

$$J_1 = \int_0^T F(x^0(t) - x(t)) \, dt$$  \hspace{1cm} (7.103)

These problems can also be reduced to the problems considered above. The functional (7.103) can indeed be replaced by

$$J_2 = \frac{1}{T} \int_0^T F(x^0(t) - x(t)) \, dt$$  \hspace{1cm} (7.104)

These functionals reach the minimum for the same function $x(t)$. Therefore, if the condition of ergodicity is fulfilled, the minimization of this functional is reduced to the minimization of

$$J = M\{F(x^0(t) - x(t))\}$$  \hspace{1cm} (7.105)

There are some problems in which we must minimize the functionals of the form

$$J_3 = M\left\{ \int_0^\infty F(x^0(t) - x(t)) \, dt \right\}$$  \hspace{1cm} (7.106)

Minimization of the functional (7.106) by a direct application of the algorithms considered above is impossible since at $t$ (current instant of time), the value of
the function $x(t)$ is unknown over the whole interval $0 \leq t < \infty$. Therefore, there is a question of whether we can minimize the performance indices (7.105) and (7.106) by observing, at each instant of time,

$$y(t) = \int_0^t F(x^0(t) - x(t)) \, dt$$  \hspace{1cm} (7.107)

and using the stochastic and regular algorithms similar to those considered above.

There is some difficulty in determining $y(t)$ according to (7.107), since it requires infinite memory. How close can we come to the optimum if instead of (7.107) we use the variable

$$y_T(t) = \int_{t-T}^t F(x^0(t) - x(t)) \, dt$$  \hspace{1cm} (7.108)

where $T$ is a fixed quantity?

### 7.26 Conclusion

In the closed-loop systems, the deviation (error with respect to the desired or prescribed state) is used to form a control action which would remove this error. In contrast to the problems of pattern recognition, identification and filtering, we are confronted with two types of algorithms in the problems of control solved by closed-loop systems. The first type includes those known algorithms of learning whose role is to "learn" or identify the object of control (plant). The second type includes all algorithms which have to be implemented by the controller; we have not yet studied these algorithms.

The interaction between the algorithms of learning and the algorithms of control is an indication of the fact that the plant and the controller form an inseparable unit in the closed-loop automatic systems. This makes the processes in the closed-loop systems much more complex than the processes in the open-loop systems. Although certain concrete results related to adaptive systems are already obtained here, many questions are still far from being answered and we are now just at the beginning of a period of expanding the theory and the principles of design of such systems.

### COMMENTS

7.2 The idea of strong negative feedback was expressed by Black (1934) in connection with the improvement of the characteristics of an amplifier by using negative feedback. The effect of negative feedback is also broadly used in the design of operational amplifiers in analog computers (Kogan, 1963).

The stability conditions of the system which theoretically permit an unlimited increase in the gain coefficient were established by Meerov (1947, 1959). These conditions can be
considered as the conditions of realizability of strong negative feedback. The effect of strong negative feedback, as it was shown by Pospelov (1955) and the author (Tsypkin, 1966), is achieved in the case of the sliding modes in the relay automatic systems. It was recently discovered (Bermant and Emelyanov, 1963) that a similar effect may be found in the systems with variable structure. It is interesting to note that regardless of the differences in the systems, and the methods for eliminating the variations in their characteristics, they are all actually based on the same effect of strong negative feedback. About invariance, see the work by Kukhtenko (1963). The conditions which require application of adaptation are presented in the book by Krasovskii (1963).

7.3 The first papers describing the applications of the stochastic approximation method to the simplest control systems were written by Bertram (1959) and Ulrich (1964). See also the papers by Schultz (1965) and the book by Kulikovski (1966).

7.4 On dual control, see the basic papers by Feldbaum (1960–1961, 1961, 1964) and the book by Feldbaum (1965). The theory of dual control proposed by Feldbaum defines an optimal system on the basis of statistical decision theory. No better system can be obtained using the same information. However, the great number of computations prohibits a physical realization of the optimal system at this time and, most probably, in the near future. We have considered the term dual control in a more general sense, and not only in relationship with the statistical decision theory.

7.5 The strategy of learning and control in stages was used by Ho and Whalen (1963) in the control of linear plants. As it can now be understood, this represents a special case of the problem that we considered. The reader can find certain evaluations of the possible strategies of learning and control in the paper by Kishi (1964).

7.7 The interesting results in the area of adaptive systems without search (and when noise is not present), were obtained by Bikhovskii (1964) and Kokotovic (1964). See also the papers by Rissanen (1963, 1966a, b), Evlanov (1963), Kazakov (1962) and Kazakov and Evlanov (1963).

7.8 On the sensitivity model, see the papers by Bikhovskii (1964) and Kokotovic (1964), and the book by Meisinger (1962). The idea of using a single model for obtaining simultaneously all sensitivity functions is due to Kokotovic (1964).

An attempt to use the plant as the sensitivity model was described by Narendra and Streer (1964). Obviously, this idea cannot be realized completely.

7.9 The results of this section are related to the work by Hill and Fu (1965). The idea of adaptively reducing the adaptation time is due to them.

7.10 Adaptive systems with models are extensively used since they are very simple. One of the first works describing such adaptive systems is by Margolis and Leondes (1961). The questions regarding the design of adaptive systems with models were considered by Rissanen (1963, 1966a), Krutova and Rutkovskii (1964a, b) and others. The surveys by Donalson and Kishi (1965) and Krutova and Rutkovskii (1964a) contain expositions of the design principles and applications of adaptive systems with models, and also bibliographies.

7.11 The statement of the problem of controlling an overdetermined plan is due to Thomas and Wilde (1963).

7.13 The possibility of using the relaxation algorithm was described by Thomas and Wilde (1963). They have also proved the convergence of the relaxation algorithm (7.51).
7.14 The reader can learn about extremal systems from the book by Krasovskii (1963).

7.15 A similar description of an extremal plant was used by Popkov (1966, 1967).

7.19 See also the paper by Kostyuk (1965). Such a design of extremal systems was proposed for a particular case. Interesting results have also been given in the works by Kulikovski (1963, 1966).

7.20 We have used the form of the differential (7.88) obtained in an interesting article by Rozonoer (1959).

7.21 These results are based on the work by Propoi and Tsypkin (1967).

7.22 Such a statement of the problem of synthesis of optimal systems is due to Ho and Whalen (1963).

7.23 The example was borrowed from the paper by Knoll (1965). In the experiment carried out by Knoll, \( t = 10 \) and \( \tau = 0.03 \) sec were chosen. The initial values for \( x \) were uniformly distributed within the interval \( 1.0 \leq x \leq 18.25 \). Therefore, each vector from \( A \) or \( B \) consisted of ten points; there was a total of 36 vectors. After \( y_4 \) and \( y_5 \) were determined, the optimal values \( a_1^* \) and \( a_0^* \) were found in three iterations. These optimal values were then verified on fifteen other initial conditions \( x(0) \), and the separation was complete.
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8

RELIABILITY

8.1 Introduction

The problem of reliability is one of the most important in the design of complex systems. It is at least as important as the characteristics describing the operation of the system. What is reliability? What are we going to discuss in this chapter? Reliability is the capability of a system to function without failures; for instance, the existence of failures in a digital computer which could be caused by improperly operating components produces unsatisfactory results.

An increase in system reliability can be achieved by an increase in the reliabilities of individual components, and also by constructing special structures with components of given reliabilities. In this chapter we shall show that one possible way to solve the problems related to the increase of reliability is the adaptive approach. This approach may prove, in time, to be the only one which provides the solutions to reliability problems.

8.2 Concept of Reliability

It is difficult to give an abstract, and thus a general, definition of reliability. Different people either include various ideas in such abstract concepts, or do not include any ideas at all. But not to give any definition of reliability is also impossible. Reliability is frequently considered to be the capacity of the system to preserve its operating characteristics within given limits which guarantee normal operation of the system under specified conditions of exploitation. If the characteristics of the system fall outside these limits, it is frequently said
that a failure of the system occurred. The phrases “frequently consider” and “frequently say” which are used here should remind us that there is a very large number of other definitions which is commensurable with the number of publications on this subject.

In any case, the concept of reliability is related to the capacity of the system to maintain its correct operation during a given interval of time (faultless operation), to the capabilities to detect and remove the causes of failures (repairability) and finally to the capability for long exploitation (longevity). Faultless operation, repairability and longevity are the binding elements of the reliability theory.

After these definitions are given, we have to specify the performance indices which are to be minimized. The adaptive approach will then be applied to this attractive, but still not completely explored area.

8.3 Reliability Indices

The indices of reliability represent certain characteristics of the system and correspond to those earlier-mentioned performance indices or indices of optimality. Depending upon the problems under consideration, these indices can be different quantities describing the reliability. For our needs, it is convenient to introduce the reliability indices in the following fashion.

Let us assume that the evolution of the system is described by a stochastic process \( x(t) \); \( x(t) \) is the trajectory of the system which describes the state of the system at any instant \( t \). All the possible states form the state space of the system. Let us select a certain region \( S_{\text{fail}} \) in the state space. If the trajectory of the system, \( x(t) \), falls into the region \( S_{\text{fail}} \), i.e., \( x(t') \in S_{\text{fail}} \) in Fig. 8.1, it is considered that a failure of the system occurred.

![Fig. 8.1](image_url)
In order to define a quantitative index of reliability, a functional $\theta$ defined along the trajectory $x(t)$ is introduced. The reliability index can then be defined as the mathematical expectation of this functional:

$$J = M\{\theta(x(t))\}$$  \hspace{1cm} (8.1)

The meaning of this index is obvious. Each trajectory is assigned a certain definite weight $\theta(x(t))$, and the average value of the weight is chosen to be the reliability index.

If the functional $\theta = \theta_1(x(t))$ is defined as

$$\theta_1(x(t)) = \begin{cases} 0 & \text{if for at least one } s \leq t_0, \ x(s) \in S_{\text{fail}} \\ 1 & \text{otherwise} \end{cases}$$  \hspace{1cm} (8.2)

then, as we already know,

$$J_1 = M\{\theta_1(x(t))\} = P_{t_0}$$  \hspace{1cm} (8.3)

i.e., the functional is equal to the probability of faultless operation of the system in the interval $[0, t_0]$.

If the functional $\theta = \theta(x(t))$ represents the instant when the trajectory $x(t)$ first enters the region $S_{\text{fail}}$, then the mathematical expectation of this functional

$$J_2 = M\{\theta_2(x(t))\} = T$$  \hspace{1cm} (8.4)

defines the average time of faultless operation. The system is considered to be more reliable if the probability of faultless operation is closer to one, or if the average time of faultless operation is longer. Very often, the problem of designing the systems which are optimal with respect to reliability consists of securing the maximal values of the reliability indices. The problem can now be observed from the standpoint of our interest.

### 8.4 Definition of Reliability Indices

The definition of the reliability indices (8.3) and (8.4) is reduced to the computation of mathematical expectation, and if the probability density function is unknown, we can use the adaptive algorithms. We obtain the following algorithms for the probability of faultless operation over a fixed interval of time $t_0$, and the average time of faultless operation $T$ on the basis of discrete adaptive algorithms:

$$P_{t_0}[n] = P_{t_0}[n - 1] - \gamma[n][P_{t_0}[n - 1] - \theta_1(x_n(t))]$$  \hspace{1cm} (8.5)
8.4 Definition of Reliability Indices

and

\[ T[n] = T[n-1] - \gamma[n][T[n-1] - \theta_2(x_n(t))] \]  (8.6)

where \( x_n(t) \) is a realization of the stochastic process \( x(t) \) for \( 0 \leq t \leq t_0 \) at the \( n \)th step.

When the modified algorithms are used, we obtain

\[ P_{t_0}[n] = P_{t_0}[n-1] - \gamma[n] \left[ P_{t_0}[n-1] - \frac{1}{n} \sum_{m=1}^{n} \theta_1(x_m(t)) \right] \]  (8.7)

and

\[ T[n] = T[n-1] = \gamma[n] \left[ T[n-1] - \frac{1}{n} \sum_{m=1}^{n} \theta_2(x_m(t)) \right] \]  (8.8)

In the case of ergodic processes, the sequential segments of a single realization, each one of duration \( t_0 \), can be used instead of an ensemble of realizations over the interval \([0, t_0]\). This particular case corresponds to the block diagrams for obtaining \( P_{t_0} \) and \( T \) using standard (Fig. 8.2) and modified (Fig. 8.3) algorithms. It is not difficult to recognize their similarity to the devices which are used for restoration (estimation) of probability density functions.

In the schemes which realize algorithms (8.5)–(8.8), the indicator of failures (FI) operates in the following manner: As soon as the state of the system \( x(t) \) falls for the first time into the region \( S_{\text{fail}} \) during the time interval \([nt_0, (n+1)t_0]\), the output of FI becomes positive and it preserves its sign to the end of the interval, i.e., to the instant \((n+1)t_0\). At the instants \( kt_0 \) \((k = 1, 2, \ldots)\), the output of FI is reset to zero.
Fig. 8.3
8.5 Minimization of Operating Expenditures

The expenditures of system maintenance include the expenditures of all operations which are necessary to secure a working system. Operating expenditures can be divided into two parts: One part consists of expenditures \( W[\theta(x(t), T)] \) which are necessary to ensure a certain level of reliability \( \theta(x(t), T) \) for the time interval \( T \) of system operation (expenditures for preventive repairs, restarting the system after a failure, replacement of the equipment by a better one, etc.). The second part includes the expenditures \( U(T) \) which do not directly affect the reliability of the system (tendency to improve other characteristics such as work atmosphere, accuracy, etc.).

General expenditures caused by operating the system during the time interval \( T \) can be evaluated in an average sense by the functional

\[
J = M\{W[\theta(x(t), T)]\} + \lambda_0 M\{U(T)\}
\]

(8.9)

where \( \lambda \) is the weighting coefficient. Here, we reserve \( \lambda \) to designate the Lagrange multipliers. This may irritate some readers since in the theory of reliability \( \lambda \) is an established symbol of the coefficient of reliability. We can be excused for doing this because the coefficient of reliability is not used in the sequel.

It is obvious that the functional \( J \) will considerably depend upon the "maintenance program" of the system. The system's maintenance program can represent either a time-table of the preventive repairs of the system, the distribution of funds designated for system maintenance, or something else. Therefore, the exact meaning of this concept is determined by the nature of each particular problem. The optimal maintenance program of the system is one for which the general operating expenditures (8.9) become minimal.

8.6 A Special Case

Let us assume that it is necessary to estimate a time interval \( L \) between successive preventive repairs of the system for which the losses (8.9) are minimal. For simplicity, we consider \( U[T] \) to be independent of \( L \). The criterion (8.9) is then simplified, and

\[
J_1 = M_x\{W[\theta_1(x(t), T, L)]\}
\]

(8.10)

where \( T = \text{const.} \)

The expenditures necessary to secure the level of reliability \( \theta_1 \) can be written as

\[
W[\theta_1(x(t), T, L)] = W_1[\theta_1(x(t), T, L)] + W_2(L)
\]

(8.11)

where \( W_2(L) \) represents the total expenditures on preventive repairs for the time interval \( T \) of system operation; \( W_1 \) designates the remaining expenditures.
necessary to maintain the reliability level $\theta$ for a given value of $L$ (expenditures to restart the system after a shutdown, etc.). The expenditures $W_2[L]$ on the preventive repairs are directly proportional to $T$ and inversely proportional to $L$. With an increase in $L$, the expenditures on preventive repairs during time interval $T$ are decreased, but the reliability of the system is also reduced at the same time. The system is then frequently out of service and the expenditures of type $W_1$ increase. The optimal value $L = L^*$ which minimizes the functional $J_1$ is found using the algorithm

$$L[n] = L[n-1] - \gamma[n][W'_{1L}(x_n(t), T, L[n-1]) + W'_{2L}(L[n-1])]$$  \hspace{1cm} (8.12)

### 8.7 Minimization of Cost, Weight and Volume

Let $A$ indicate a finite set of different components of a certain system which are interconnected in a specific way. Each element $\alpha$ which belongs to $A$, i.e., $\alpha \in A$, can be in one of two states: either the operating state or the failure state, depending upon different random factors.

The probability $P(x, c(\alpha))$ that the system is in the state $x \in X$ depends upon different parameters of the components $\alpha \in A$, on their quality (and thus cost), perhaps their weight, volume, number of components of the same type, etc. Therefore, $c(\alpha)$ is a vector function,

$$c(\alpha) = (c_1(\alpha), c_2(\alpha), c_3(\alpha), \ldots)$$ \hspace{1cm} (8.13)

where, for instance, $c_1(\alpha)$ is cost, $c_2(\alpha)$ may be weight, $c_3(\alpha)$ is volume, $c_4(\alpha)$ is the number of reserve components, etc.

Let us designate by $F(x)$ the probability that the system being in state $x$ is capable of solving a problem which is selected at random (independently of the state $x$) from a given set of problems according to certain probability law. It is natural to select

$$J = \sum_{\alpha \in A} F(x) P(x, c(\alpha)) = M_x \{F(x)\}$$  \hspace{1cm} (8.14)

to represent the reliability index of the system.

In this case the problem of designing a system which is optimal with respect to the chosen efficiency index consists of the following: Define a vector function $c(\alpha)$ which minimizes the functional (8.14) under the constraints

$$c(\alpha) \geq 0 \hspace{1cm} \sum_{\alpha \in A} c(\alpha) \leq g_0$$ \hspace{1cm} (8.15)

These inequalities express the fact that the cost, volume, weight, energy consumption, etc., are positive and usually finite.

Let us designate

$$c(\alpha) = \{c_1(\alpha), \ldots, c_N(\alpha)\}$$ \hspace{1cm} (8.16)
8.9 A Special Case

We should notice that the vector function $c(a)$, which depends on $a$, has to be estimated here. In the previous problems we simply had to estimate a vector. The argument $a$ which defines the type of the components in the system, can take a finite number of values.

8.8 Algorithms of Minimization

For every fixed value of $a$, according to (3.19) and (3.24), one can write the algorithm which minimizes (8.14) under the constraints (8.15). This algorithm has the form

$$c_a[n] = \max \{0, c_a[n-1] - \gamma[n]\{\nabla_{c_a} F(x[n]) + \lambda[n-1]\}\}$$

and

$$\lambda[n] = \max \{0, \lambda[n-1] + \gamma_1[n] \left[ \sum_{a \in A} c_a[n-1] - g_0 \right]\}$$

where $c_a[n]$ is the value of the vector function $c(a)$ at the $n$th step. The criterion (8.14) differs from the criteria considered earlier since the function $F(x)$ under the expectation sign does not depend on the parameters $c(a)$.

The probability density function of the random vector $x$ depends on $c(a)$ only: $p(x, c(a))$, i.e., the values of the function $F(x)$ depend on $c(a)$ only through the values of the random function

$$x = x(c(a))$$

Therefore, the distribution $F(x)$ depends on $c(a)$ in a parametric way,

$$F(x) = Y(c(a))$$

where $Y(c(a))$ is a certain random function of $a$. The distribution of $Y(c(a))$ depends on the conditional probability density function of the random vector $x$, i.e., $p(x, c(a))$. The scheme realizing the algorithms (8.17) is given in Fig. 8.4.

8.9 A Special Case

The reader has probably noticed that the algorithms (8.17) do not include all possible cases of the minimization problems, and particularly one related to the minimization of the functional (8.14) with respect to the number of reserve components. As we shall see further, the problems of minimization of these and other functionals with respect to the parameters which can have a finite number of values are not as rare in the reliability theory as it may seem at first. It is thus important to form the algorithms of minimization which are applicable in such cases. This possibility will now be examined.

For simplicity, we shall consider only the case of a single parameter. Let parameter $c$ take only specified fixed values from a finite set (alphabet),

$$D = \{d_1, d_2, \ldots, d_N\}$$
and let it be necessary to determine the extremum of a functional
\[ J(c) = M\{Q(x, c)\} \] (8.21)

This functional has a physical meaning only for \( c \in D \) where \( D \) is the set of possible parameters \( c \). Outside of this set we can define \( Q(x, c) \) using linear interpolation. The function \( Q(x, c) \) can then be written for any \( c \) as
\[ Q^0(x, c) = Q(x, d_{v-1}) + \frac{Q(x, d_v) - Q(x, d_{v-1})}{d_v - d_{v-1}} (c - d_{v-1}) \] (8.22)

where
\[ d_{v-1} \leq c < d_v \] (8.23)

It should be obvious that the new functional
\[ J^0 = M\{Q^0(x, c)\} \] (8.24)

and the functional (8.21) reach their extrema for the same \( c^* \in D \).

### 8.10 Algorithms

Let us apply the search algorithm to (8.24). Considering the piecewise linear nature of \( Q(x, c) \), we obtain
\[ c[n] = c[n - 1] - \lambda[n] \tilde{Q}^0_c(x[n], c[n - 1], a[n]) \] (8.25)
where

\[ \tilde{Q}_v^0(x[n], c[n-1], a[n]) \]

\[
= \frac{Q(x[n], d_v) - Q(x[n], d_{v-1})}{d_v - d_{v-1}} \quad \text{when } d_{v-1} < c[n-1] < d_v
\]

\[
= \frac{1}{2} \left[ \frac{Q(x[n], d_{v-1}) - Q(x[n], d_v)}{d_{v-1} - d_v} \right] + \frac{Q(x[n], d_v) - Q(x[n], d_{v-1})}{d_v - d_{v-1}} \quad \text{when } c[n-1] = d_v
\]

(8.26)

The meaning of this relation is the following: The search for estimating the gradient of the function \( Q^0(x, c) \) is performed only at those points where the derivative of \( Q(x, c) \) does not exist. If this derivative exists at the point \( c[n-1] \), then the nth step is based on the exact value of the gradient. The scheme which realizes algorithm (8.26) (for \( d_v = v; v = 1, 2, \ldots, M \)) is shown in Fig. 8.5. Here we find a new element which has the output signal equal to 1 or 0 when the input signal is, respectively, equal to 0 or different from zero.

In order to avoid the difficulties connected with the occurrence of new stationary points during a linear interpolation, a search algorithm can also be used, but under the constraint

\[
\prod_{v=1}^{M} (c - d_v) = 0
\]

(8.27)
in this case we obtain a new search algorithm,

\[ c[n] = c[n - 1] - \gamma[n] \tilde{Q}_c(x[n], c[n - 1], a[n]) \]

\[ + \lambda[n - 1] \sum_{k=1}^{M} \prod_{\substack{v=1 \atop v \neq k}}^{M} (c[n - 1] - d_v) \]

\[ \lambda[n] = \lambda[n - 1] - \gamma_1[n] \prod_{v=1}^{M} (c[n - 1] - d_v) \]  

(8.28)

where \( \tilde{Q}_c(x[n], c[n - 1], a[n]) \) is defined as before, according to an expression similar to (8.26).

Algorithms (8.25) and (8.28) can be generalized for a more complicated case when \( c \) is a vector; all or some components of \( c \) can take certain specified fixed values.

### 8.11 Increase of Reliability by Reserve Components

One of the methods to increase the reliability of a complex system is to use the additional components of the devices which are connected to the system when the corresponding devices or parts fail, i.e., to use reserve components. The limitations on the cost, weight and also the complexity of the structure do not allow too many additional reserve component devices. Therefore, the operation of the system cannot be absolutely faultless. How can we formulate a problem with realistic constraints and find its best solution?

Let us assume that the system consists of \( N \) stages (blocks), \( k = 1, \ldots, N \). We shall designate by \( m_k \) the number of duplicate devices in the \( k \)th stage, and by \( P_k(m_k, c_k, w_k) \) the probability that the \( k \)th stage is operating correctly (the last function represents the reliability index of the \( k \)th stage when \( m_k \) devices are used with the weight \( c_k \) and the cost \( w_k \) in the \( k \)th stage).

The reliability index of the whole system—the probability that the whole system (i.e., all \( N \) stages) is operating correctly—is obviously defined by

\[ R = \prod_{k=1}^{N} P_k(m_k, c_k, w_k) \]  

(8.29)

or

\[ R = M\{\theta(m, c, w)\} \]  

(8.30)

where

\[ \theta(m, c, w) = \begin{cases} 
1 & \text{if all} \ N \text{ stages are operating correctly} \\
0 & \text{otherwise}
\end{cases} \]  

(8.31)
8.12 Increase of Reliability by Redundant Components

The total weight and cost are defined by the expressions

\[ \sum_{k=1}^{N} c_k m_k = c^T m \]  
\[ \sum_{k=1}^{N} w_k m_k = w^T m \]

The problem is to maximize the general reliability index (8.30) over the number of duplicate devices in each stage. The following constraints must also be satisfied:

\[ c^T m = A \]  
\[ w^T m = B \]

Here we have a special case, and thus algorithm (8.25) must be applied, but with the equality constraints. The algorithm is

\[ m[n] = m[n-1] - \gamma[n] (\bar{\nu}_m \cdot \theta[m[n-1], c, w] + \lambda_1[n] c + \lambda_2[n] w) \]

\[ \lambda_1[n] = \lambda_1[n-1] + \gamma_1[n] (A - c^T m[n-1]) \]

\[ \lambda_2[n] = \lambda_2[n-1] + \gamma_2[n] (B - w^T m[n-1]) \]

where

\[ \bar{\nu}_m \cdot \theta = (\bar{\theta}_m_1, \bar{\theta}_m_2, \ldots, \bar{\theta}_m_N) \]

\[ \bar{\nu}_m \cdot \theta = \begin{cases} \theta[d + e, c, w] - \theta[d, c, w] & \text{if } m_k[n-1] \text{ is not an integer} \\ \frac{1}{2} [\theta[d + e, c, w] - \theta[d - e, c, w]] & \text{if } m_k[n-1] \text{ is an integer} \end{cases} \]

Here, \( e = (1, 1, \ldots, 1) \) is an \( N \)-dimensional unit vector, \( k = 1, \ldots, N \), and

\[ d = (d_1, \ldots, d_N) \]

where \( d_v \) is an integer part of \( m_v (v = 1, \ldots, N) \). The problem can be studied in an analogous way even if the inequality constraints are considered, but then more complex expressions for the algorithms are obtained.

8.12 Increase of Reliability by Redundant Components

Let an input signal \( s \) be simultaneously applied to \( N + 1 \) identical communication channels. Output signal \( x_v \) of the \( v \)th channel differs from the input signal due to the existence of noise \( \xi_v \):

\[ x_v = s + \xi_v \]

We shall assume that the signal \( s \) and the noise \( \xi_v \) are uncorrelated, and that \( \xi_k \) and \( \xi_l \) for \( k \neq l \) are also uncorrelated. The problem is to find the best (in a
given sense) estimates of the true value of the signal $s$. The quality of estimation will be measured by the mean square deviation of the output signal $x$ from the true signal $s$.

The estimate of the true value of the signal will be sought in the form

$$
\hat{s} = \frac{\sum_{v=0}^{N} c_v x_v}{\sum_{v=0}^{N} c_v}
$$

(8.40)

or, using the vector notation,

$$
\hat{s} = \frac{c^T x}{c^T e}
$$

where $c$ is still an unknown vector of coefficients. This estimator is indeed the best one according to the principle of maximum likelihood estimation or the least square error estimation when the distribution of the noise is gaussian.

We shall find the vector of coefficients $c = c^*$ such that the functional

$$
J(c) = M\{F(s - \hat{s})\}
$$

(8.41)

is minimized; $F$ is a convex function.

It is assumed that after each measurement $x_v$ we can measure the noise component in at least one channel (the $r$th, for instance):

$$
\xi = x_r \quad \text{for} \quad s = 0
$$

(8.42)

This can be accomplished if we measure the noise during the intervals of time when it is known that the input signal is not present. Considering (8.39) and (8.40), we can write (8.41) as

$$
J(c) = M\{F(x_r - \xi - \frac{c^T x}{c^T e})\}
$$

(8.43)

The gradient can be easily computed using the relationship

$$
\nabla_c F(x_r - \xi - \frac{c^T x}{c^T e}) = -F'(x_r - \xi - \frac{c^T x}{c^T e})\left(\frac{x}{c^T e} - e\frac{c^T x}{(c^T e)^2}\right)
$$

(8.44)

The gradient could always be determined by the values $x$ and measurements $\xi$, in the interval of time when the signal does not exist. Then on the basis of the algorithm of adaptation, we obtain

$$
c[n] = c[n-1] + \gamma[n] F'(x[n] - \xi[n] - \frac{c^T[n-1]x[n]}{c^T[n-1]e})
\times \left(\frac{x[n]}{c^T[n-1]e} - e\frac{c^T[n-1]x[n]}{(c^T[n-1]e)^2}\right)
$$

(8.45)
If the variance $\sigma_2$ of the noise $\xi$ is known a priori, then for the special case, when $F$ is a quadratic function, the need for adaptation would cease to exist, and one can find the optimal vector of the coefficients directly from (8.43) by

$$c^* = k\sigma^{-1}$$  \hspace{1cm} (8.46)

where

$$\sigma^{-1} = \{\sigma^{-1}_1, \ldots, \sigma^{-1}_M\}$$  \hspace{1cm} (8.47)

The adaptive approach is efficient when a priori information about the noise does not exist. Of course, in this simplest case we could have first used adaptive algorithms for computing the noise variance, and then determined the optimal parameters according to (8.46).

### 8.13 Design of Complex Systems

In designing complex multicomponent systems, we are always confronted with the discrepancies between the nominal and the real values of the parameters. Due to different causes, these parameters are random functions of time. Naturally, the vector of parameters $x(t) = (x_1(t), \ldots, x_N(t))$ differs from the initial vector of parameters $x_0 = (x_{01}, \ldots, x_{0N})$. Let us designate by $\psi_k(x_0, x)$ certain external characteristics of the system. They depend not only on the initial ($x_0$) but also on the current ($x$) vector of parameters; these characteristics define the productivity of the system.

The system is operating if these external characteristics satisfy certain specific conditions (for instance, they are within certain limits, or they take the values which are, in a certain sense, close to certain previously specified values).

One of the basic steps in the design of complex systems is to guarantee the productivity of the system. This can be accomplished by selecting an initial parameter vector $x_0$. Of course, the productivity depends on the current value of the parameter vector $x$, i.e., it depends on the structure of the system. Since the number of the components is limited, and the structure of the system is frequently determined by its extreme application, changes are impossible. Therefore, the problem is to select an initial parameter vector which gives an optimally productive system.

### 8.14 Algorithms of Optimal Productivity

If the productivity of the system is characterized by the probability that not a single external characteristic falls outside the permissible limits, i.e.,

$$J(x_0) = P\{z_k \leq \psi_k(x_0, x) < \beta_k\} \hspace{1cm} (k = 1, 2, \ldots)$$  \hspace{1cm} (8.48)
then we have a problem which is similar to one considered in Section 7.11 and is related to the control by perturbation. Therefore, in order to determine the optimal initial vector \( x_0^* \) we can use the search algorithm

\[
x_0[n] = x_0[n - 1] - \gamma[n]\nabla x_0 \cdot \theta(x[n], x_0[n - 1], a[n])
\]

(8.49)

where

\[
\nabla x_0 \cdot \theta(x, x_0, a) = \frac{\theta(x, x_0 + a) - \theta(x, x_0)}{a}
\]

with

\[
\theta(x, x_0, a) = \begin{cases} 0 & \text{if } \alpha_k \leq \psi_k(x, x_0 + a) < \beta_k \\ 1 & \text{otherwise} \end{cases}
\]

(8.50)

In a number of cases it can be appropriate to use another criterion of optimality:

\[
J(x_0) = M\{F(\psi(x, x_0) - A)\}
\]

(8.51)

and the constraint

\[
M\{L_k(\psi_k(x, x_0)) - B_k\} \leq 0 \quad (k = 1, \ldots, N)
\]

(8.52)

where \( A \) and \( B_k \) are constants.

The functional (8.51) can be minimized under the constraints (8.52) using algorithm (3.24):

\[
x_0[n] = x_0[n - 1] - \gamma[n](\nabla x_0 F(\psi(x[n], x_0[n - 1]) - A) + H_c(x[n], x_0[n - 1])\lambda[n - 1])
\]

\[
\lambda[n] = \max\{0, \lambda[n - 1] + \gamma_1[n](L(x[n], x_0[n - 1]) - B)\}
\]

(8.53)

(8.54)

where

and

\[
L(x, x_0) = (L_1(\psi_1(x, x_0)), \ldots, L_N(\psi_N(x, x_0)))
\]

\[
B = (B_1, \ldots, B_N)
\]

\[
H_c(x, x_0) = \left\| \frac{\partial L_n(x, x_0)}{\partial x_{0\mu}} \right\| \quad (v = 1, \ldots, N; \mu = 1, \ldots, M)
\]

(8.55)

In these cases, when the components of the parameter vector can take only discrete values (these values could be nominal values of the parameters in different components of the scheme—resistors, condensers), the algorithms described in Section 8.10 should be applied. The scheme realizing algorithm (8.55) is shown in Fig. 8.6.
8.15 The min-max Criterion of Optimization

It is sometimes necessary to satisfy stricter criteria than those considered in Section 8.14 in order to guarantee the productivity of the system. In particular, we could use the criterion of minimizing the least upper bound of a family of average characteristics of the system with respect to the parameter $c$:

$$J(c) = \max_k M\{F_k(\psi(x, c))\}$$  \hspace{1cm} (8.56)

In this case we have the so-called min-max problem.

For the special types of the function $F_k(\psi_k(\mathbf{x}, c))$, there exist iterative procedures which allow the solution of the problem using only the values of $F_k$ evaluated at fixed values of $c$. For instance, if $F_k(\psi_k(\mathbf{x}, c))$ represents the probability that the $k$th characteristic falls outside the permissible limits $[\alpha_k, \beta_k]$ for $c = c^0$, i.e.,

$$F_k(\psi_k(\mathbf{x}, c^0)) = P\{\psi_k(\mathbf{x}, c^0) \notin [\alpha_k, \beta_k]\}$$  \hspace{1cm} (8.57)

the problem can be solved with the help of algorithm (7.51):

$$c[n] = c[n - 1] - \gamma[n](c[n - 1] - c_m^0)$$  \hspace{1cm} (8.58)

Here, $m$ is the index of the characteristic of the system which at the $n$th stage falls outside the permissible limits (for more details see Sections 7.11–7.13). As it can be seen, by selecting a broader class of functions $F_k(\cdot)$, we can construct an iterative procedure for estimating the points of the min-max (8.56) for the regression function using the values $F_k(\psi_k(\mathbf{x}, c))$ for certain fixed values of $c$. It is possible that such a solution can also be obtained using the game theoretic approach to this problem (see Chapter 10).
8.16 More about the Design of Complex Systems

In the problems considered earlier, it was possible to optimize the system productivity only by varying the initial values of the parameters of the system. This influences the statistical characteristics of the current parameters of the system. Another more general approach to problems of this type is possible.

Let the structure of the system be given. The values of the component parameters are the random variables with unknown distributions. We shall determine the statistical characteristics of these random variables or the values of the parameters specifying their distributions for which a certain criterion of optimality for this system will be satisfied. For instance, if the distribution of the parameter vector \( x[n] = (x_1[n], \ldots, x_N[n]) \) of the system components depends on the parameters \( u = (u_1, \ldots, u_N) \), then the output signal can be written as

\[
y[n] = T(x[n])
\]  

(8.59)

where \( T \) is a known operator defined by the equation of the system. In the statistical sense, the signal \( y[n] \) is defined completely by the vector \( u \). The problem is then to determine the optimal values of the parameters in the probability density function using the values of a certain performance index \( J(y, u) \), i.e., to find the value of a vector \( u^* \) for which the mathematical expectation

\[
\bar{J} = \mathbb{E}_x\{J(y, u)\}
\]  

(8.60)

is minimal. The criterion of optimality \( J(y, u) \), like the cost functions in other problems, is selected on the basis of physical requirements imposed on the system under consideration. In particular, \( J(y, u) \) should be defined as

\[
J(y, u) = J_1(y) + J_2(u)
\]  

(8.61)

where \( J_1 \) describes the error in the output variable of the system, and \( J_2 \) describes the expenses related to the improvement of tolerances in the system components. Some other additional constraints are possible.

If the variations in the statistical characteristics of the system parameters are allowed, this problem can be solved using probabilistic algorithms with or without search. Moreover, it is possible to use adaptation for improving the index of optimality alone.

8.17 Comment

Many of the problems in queuing theory which are related to the quantitative investigations of the processes and the qualities of the serviced systems, are reduced to models studied in connection with the problems of reliability. Therefore, it is possible to apply many algorithms described in the previous sections of this chapter to the solution of problems in queuing theory.
It is useful then to keep in mind the correspondence between the concepts and terms of the theory of reliability and the queuing theory. Usually, the "failure" and "repair" correspond to "demand" and "maintenance." In this manner the adaptive approach is extended even to the problems of queuing theory.

8.18 Certain Problems

The adaptive approach is obviously the most valuable in the accelerated reliability tests. Development of the adaptation method applicable to this situation can greatly simplify the evaluation of the reliability of the tested system. Development of the synthesis methods for highly reliable systems in which the adaptation is used both to introduce the additional essential components, and to remove less active parts of the system, is very much needed.

As it was mentioned in Section 8.14, we can select the maximum of deviation from the average characteristics of the system to be the criterion of optimality. Is it possible then to minimize this criterion using only the performance index evaluations without computing the maximum of the deviation from the average characteristics?

8.19 Conclusion

In this chapter we have demonstrated the applicability of the adaptive approach to solving the problems of estimating and optimizing reliability indices. Of course, the problems which were considered here are relatively simple. They may also be academic to the extent that specialists interested in the problems of system reliability increase could study them with a deserved seriousness and appreciation. Let us remember that many important things have simple beginnings. We hope that the simplicity of these problems does not cause laughter, but that it will be a source of serious thinking toward the application of the adaptive approach to more complicated realistic problems which need urgent solutions.

COMMENTS

8.2-8.4 On the basic definition, see the book by Gnedenko et al. (1965), which contains a bibliography on the mathematical reliability theory.

8.11 Bellman looked at this problem from the "heights" of the dynamic programming method.

8.12 This problem was solved by Pierce (1962) in the case of sufficient a priori information.

8.13 A solution of this min-max problem on the basis of the Monte Carlo method was described in the paper by Evseev et al. (1965).
8.15 A number of optimization problems based on the reliability criterion were considered in the book by Iiudu (1966).

The problems of optimizing information networks were considered by Kelmans (1964) and Kelmans and Mamikonov (1964). Interesting results in the area of search for failures were obtained by Kletsky (1961) and Ruderman (1963).

8.16 The statement of this problem and its solution on the basis of a search algorithm is due to Gray (1964).
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OPERATIONS RESEARCH

9.1 Introduction

We shall now enter another area which is related to the optimal methods of organizing the goal-directed processes and the results of human activities. These problems are studied in a special branch of science called operations research. Everything related to the organization of activities directed toward the fulfillment of certain goals belongs to operations research. The subject of operations research is so broad that it is doubtful that a sufficiently complete definition can be given.

It is frequently said (and this is not without grounds) that operations research represents a "quantitative expression of common sense" or "art of giving bad answers" to those practical problems for which other methods give even worse answers. It is naive and purposeless to discuss operations research in general, but it is courageous and impossible to attempt to embrace all of its concrete applications. Therefore, we can only select several typical problems of operations research and show that it is not only possible to look at them from some unusual points of view which stem from the adaptive approach developed above, but that their solution can also be obtained when other approaches are neither appropriate nor suitable.

Among typical operations research problems are the problems of planning, distribution of reserves and resources, construction of servicing systems, etc. These problems are extremely important. The solution of similar problems frequently provides an answer to the question of what is better: fast but expensive or slow but inexpensive. These problems are usually considered
under the conditions of sufficient a priori information regarding the probability density functions appearing in the problems; frequently, these are unknown. In such cases, the problem is replaced by a min-max problem. But are we always justified to replace one problem by another? Perhaps it is better to observe these problems from the standpoint of adaptive approach which does not require a priori knowledge about probability distributions. We shall attempt to show the fruitfulness of such an approach.

9.2 Planning of Reserves

The problem of optimally planning reserves consists of finding the volume of production or purchases, the sequence of supply or the level of reserves necessary to satisfy future demands under minimal losses and expenses. It is clear that extremely large reserves lead to redundancy of material values and demand large expenses for storage facilities. Insufficient reserves may cause interruptions in production. We shall now begin by formulating the problems.

Let us assume that there is a single base designated for both the reserve and the delivery of goods (commodities, wares). The goods arrive and leave the base at discrete instants of time. An order arrives at the base $L$ units of time after it was made. The demand for the goods, i.e., the number of goods which are needed in a unit of time, is determined by the conditions outside the base, and they do not depend on the reserves in the base. In the operation of a base, the expenses are related to the preparatory closing operations, to the maintenance of reserves and to the losses due to deficit (insufficient goods in the base to satisfy demands). The effectiveness of operating the base depends upon the operating conditions (in particular, on the demands, the length of the interval $L$, characteristics of the expenses during a unit of time, etc.), and on the policy of ordering the goods. The policy of ordering can, for instance, consist of specifying the quantity of ordered goods and the instant when the order is made.

Let us assume that an order for quantity $q$ is made every time the reserves in the base become equal to a certain level $p$. The problem of planning the reserves in the given case consists of defining a policy of ordering (i.e., in defining such values $p^*$ and $q^*$) for which a certain criterion of optimality in planning the orders is satisfied. The demand $x(t)$ is usually not known a priori. Therefore, it is reasonable to assume that $x(t)$ is a certain random process with statistical characteristics determined by external conditions (by activity of other enterprises, commodity market, etc.). Considering this, we can choose the mathematical expectation of the losses during a unit of time
9.3 The Criterion of Optimality in Planning

To be a criterion of optimality in planning the reserves. Averaging is performed over the interval \([t_0, t_0 + T]\) between two arrivals of supplies.

We define a vector

\[ c = (p, q) \]  

which characterizes an order. The losses in a time interval \([t_0, t_0 + T]\), where \(t_0\) is the instant when an order arrives at the base, can be written as

\[ F(x, c, T(x, c)) \]  

(9.2)

Here, \(T\) is the interval between the arrivals of two successive orders; this is a random variable. Its distribution can depend on the vector \(c\) and the distribution of \(x(t)\). Therefore, the criterion of optimality in planning can be written in a general case as

\[ J(c) = M_x \{ F(x, c, T(x, c)) \} \]  

(9.3)

The problem is now to select a vector \(c = c^*\) for which the criterion \(J(c)\) reaches a minimal value.

9.3 The Criterion of Optimality in Planning

Since examples are more educational than rules, we shall examine a specific form of the functional (9.3). Let us assume that the demand \(x(t)\) is a certain stationary random process with a constant mathematical expectation equal to \(r\). We shall also assume that the arrival of an order of any quantity \(q\) is instantaneous, and that the delay time is \(L\); the losses \(d\) on the unit of deficit, and the expenses \(h\) on the storage of goods are constant and a priori known to us. For simplicity, we shall also assume that the conditions of operating the base and the policy of ordering are such that the total quantity of stored goods and the total quantity of the scarce goods (critical commodities) during a time interval \([t_0, t_0 + T]\) are such that the demand during the same interval is constant and equal to

\[ x(t) = \frac{I(t_0) - I(t_0 + T)}{T} \]  

(9.4)

for any \(t_0\) where \(I(t)\) is the level of reserves in the base at the instant \(t\). The critical commodities are considered to be goods of which the reserves on the base are less than the demands.

Then, in estimating the expenses for a unit of time over the interval \([t_0, t_0 + T]\), we can assume that the level of reserves is a piecewise linear function of time (Fig. 9.1).
For this case, the expenses for storing the reserves per unit of time are equal to

\[
F_1 = \begin{cases} 
\frac{1}{2} (2p - b_1 + q - b_2) & \text{when } b_2 \leq p \\
\frac{1}{2} \frac{(p + b_1 + q)^2}{q - b_1 + b_2} & \text{when } b_2 > p 
\end{cases}
\]  

(9.5)

The losses due to deficit per unit of time are

\[
F_2 = \begin{cases} 
(b_2 - p) \frac{d}{T} & \text{when } b_2 > p \\
0 & \text{when } b_2 \leq p 
\end{cases}
\]  

(9.6)

Finally, the losses of preparatory closing operations per unit of time are equal to

\[
F_3 = \frac{s}{T}
\]  

(9.7)

Using vector notation (9.1) for an order, we can write the criterion of optimality in planning as

\[
J(c) = M\{F(x, c, T(x, c))\}
\]  

(9.8)
9.4 Algorithm of Optimal Planning

where the expenses \( F(\cdot) \) per unit of time over the interval \([t_0, t_0 + T]\) are defined by the expression

\[
F(x, c, T(x, c)) = \frac{1}{2} (2p + q - b_1 - b_2) \text{sgn}(p - b_2) + \frac{1}{2} (p + q - b_1)^2 \frac{b_2}{q - b_1 + b_2} \text{sgn}(b_2 - p) + \frac{d}{T(q)} (b_2 - p) \text{sgn}(b_2 - p) + \frac{s}{T(q)} \tag{9.9}
\]

where

\[
b_1 = \int_{t_0 - L}^{t_0} x(t) \, dt \quad b_2 = \int_{t_0 + T - L}^{t_0 + T} x(t) \, dt
\]

and

\[
\text{sgn} \, z = \begin{cases} 
1 & \text{when } z \geq 0 \\
0 & \text{when } z < 0
\end{cases}
\]

It is not difficult to show that in the model described above, \( T \) is only a function of \( q \) and does not depend on \( p \). This simplifies the procedure of finding the optimal solution.

9.4 Algorithm of Optimal Planning

If the probability distribution of demands \( x(t) \) is known, we can define \( J(c) \) in explicit form and minimize it with respect to \( c \). This is a usual procedure, but frequently we do not have any information regarding the probability distribution of \( x(t) \). Then, instead of guessing and choosing with uncertainty a probability distribution, we can use the firm basis of the adaptive approach and avoid such difficulties. Let us apply the algorithms of minimization in minimizing (9.9). We then obtain

\[
c[n] = c[n - 1] - \gamma[n] \nabla_c F(x[n], c[n - 1], T(x[n], c[n - 1])) \tag{9.10}
\]

if the function \( F(\cdot) \) is differentiable, and

\[
c[n] = c[n - 1] - \gamma[n] \nabla_c \ast F(x[n], c[n - 1], a[n], T(x[n], c[n - 1], a[n])) \tag{9.11}
\]

if it is not convenient to find the gradient \( \nabla_c F(\cdot) \).
9.5 More about the Planning of Reserves

Let us consider a slightly different model of the production and sale of goods (commodities). Assume that the goods arrive at the base in equal intervals of time $T$ (planned intervals). Arrival of goods is instantaneous. After each arrival, during time interval $T$ there will be a sale of goods determined by the initial reserve of goods at the beginning of the interval $T$ and the demand for goods during that interval. Furthermore, let the demand $r$ for goods during the planned interval of time $T$ be a random variable. Probability density function $p(r)$ exists, but it is not known to us.

The process of obtaining, storing and selling the goods during time interval $T$ is necessarily connected with certain losses $F(.)$. These losses depend on the demand $r$ and on the received supplies $s$ at the beginning of the interval $T$, i.e.,

$$ F = F(r, s) \quad (9.12) $$

We shall find the optimal value of the supply $s$ for which the average losses, (expenses) over the time interval

$$ J(s) = M_s\{F(r, s)\} \quad (9.13) $$

are minimal. The function $F(r, s)$ very much depends upon the type of losses which have to be taken into consideration. If it is possible to determine the values of the function $F(r, s_k)$ for different but specific values $s_k$, then the optimal value $s^*$ can be obtained by applying corresponding algorithms of adaptation. In the following sections we shall examine several particular cases of special interest.

9.6 Optimal Supply

Let the losses $F(\cdot)$ during a time interval $T$ be determined by the losses due to an excess of goods $R_1(T)$ and a lack of goods (deficit) $R_2(T)$:

$$ R_1(T) = \frac{h}{2} \left[ |s - r| + (s - r) \right] $$

$$ R_2(T) = \frac{d}{2} \left[ (r - s) + |s - r| \right] \quad (9.14) $$

and

$$ F(r, s) = R_1(T) + R_2(T) \quad (9.15) $$

where $h$ and $d$ are the corresponding losses per unit of goods. Then the criterion (9.13) has the form
9.7 Optimal Reserves

\[ J(s) = h \int_{0}^{s} (s - r)p(r) \, dr + d \int_{s}^{\infty} (r - s)p(r) \, dr \]

(9.16)

and the problem of finding optimal supply is reduced to one of solving the equation,

\[ \frac{dJ(s)}{ds} = (h + d) \int_{0}^{s} p(r) \, dr - d = 0 \]

(9.17)

which can be written as

\[ M_r \{ \text{sgn} (s - r) \} = \frac{d}{h + d} \]

(9.18)

or, since \( \text{sgn} z = \frac{1}{2}(\text{sign} z + 1) \),

\[ M_r \{ \text{sign} (r - s) \} = \frac{h - d}{h + d} \]

(9.19)

and the algorithm for finding optimal supply has the following form:

\[ s[n] = s[n - 1] + \gamma[n] \left[ \text{sign} (r[n] - s[n - 1]) - \frac{h - d}{h + d} \right] \]

(9.20)

This simple algorithm is realized by the scheme shown in Fig. 9.2.

![Diagram](Fig. 9.2)

9.7 Optimal Reserves

Let the total losses during the time interval \( T \) be defined as a sum of the losses on upkeep of reserves \( R_1(T) \) and the losses due to the lack of goods \( R_2(T) \):

\[ R_1(T) = \frac{h}{2} \int_{0}^{T} (|I(t)| + I(t)) \, dt \]

\[ R_2(T) = \frac{d}{2} \int_{0}^{T} (|I(t)| - I(t)) \, dt \]

(9.21)

where \( I(t) \) is the level of reserves at the instant \( t \).
If we assume, as was done in the problem of optimal planning of reserves (Sections 9.2-9.4), that \( I(t) \) is a linear function over the time interval \( t \) (see Fig. 9.1), then we obtain the loss function

\[
\mathcal{F}(s, r) = \begin{cases} 
  h \left( s - \frac{r}{2} \right) T & \text{when } r \leq s \\
  \frac{1}{2} st_1 + \frac{d}{2} (r - s) t_2 & \text{when } r > s 
\end{cases}
\] (9.22)

where \( s \) is the level of reserves at the beginning of the time interval \( T \); \( t_1 \) is the time after the arrival of goods within which all reserves are exhausted; \( t = t_1(r); t_2 = T - t_1 \); and \( r \) is the demand for goods over the time interval \( T \).

The problem of finding the optimal initial level of reserves \( s = s^* \) in the beginning of the planned interval \( T \), for which the functional \( J(s) = M(\mathcal{F}(s, r)) \) is minimized, becomes a problem of solving the equation

\[
\frac{dJ(s)}{ds} = (h + d) \left[ \int_0^s p(r) \, dr + s \int_s^\infty \frac{p(r)}{r} \, dr \right] - d = 0
\] (9.23)

which, as before, can be transformed into a convenient form,

\[
M_r[(s - 1) \text{sign}(r - s) + s] = \frac{d - h}{d + h}
\] (9.24)

It is now obvious that the algorithm for obtaining \( s^* \) has the form

\[
s[n] = s[n - 1] - \gamma[n]
\]

\[
\times \left[ (s[n - 1] - 1) \text{sign}(r[n] - s[n - 1]) + s[n - 1] - \frac{d - h}{d + h} \right]
\] (9.25)

A slightly more complicated scheme, shown in Fig. 9.3, corresponds to this algorithm.
The problems of optimal supply (Section 9.6) and optimal level of reserves (Section 9.7) are special cases in the problem of optimal planning (Sections 9.2–9.5). However, these problems differ from the general problem of planning. They are characterized by a finite flow of reserves, and by a constant and a priori chosen time interval $T$, during which the losses (expenses) are observed. Finally, the supply of goods is also evaluated in these special problems.

9.9 Distribution of Production Resources

A production process usually consists of a sequence of interrelated processes (for instance, production of components of a final product). Each such process is characterized by a definite production rate. The production system has a number of storage facilities with volumes $u_1, \ldots, u_N$ for the storage of intermediate and final products. The rate of supply (raw material) and the rate of demand in the system can vary in a random manner. The system can be considered to work in a satisfactory fashion if each warehouse is neither full nor empty. The problem is to distribute the rate of completion in different production processes for which the probability of unsatisfactory operation of the enterprise, i.e., the probability that at least one warehouse is either full or empty, is minimized.

Let us designate by $y_k$ the production volume which has to be stored in the $k$th warehouse, and by $\Omega_k$ the region defined by

$$\Omega_k = \{y: 0 < y_k \leq v_k\} \quad (9.26)$$

Then, by introducing the vector of production volume,

$$y = (y_1, \ldots, y_N) \quad (9.27)$$

we can write the performance index of productivity in the enterprise:

$$J = P\{y \notin \Omega\} \quad (9.28)$$

By introducing the characteristic function

$$\theta(y) = \begin{cases} 0 & \text{if } y \in \Omega_k \\ 1 & \text{if } y \notin \Omega_k \end{cases} \quad (9.29)$$

we can write (9.28) as

$$J = M\{\theta(y)\} \quad (9.30)$$
The quantity of products (both \( y \) and \( \theta \)) depends on the vector of completion rates in different processes \( c = (c_1, \ldots, c_N) \). Minimum \( J(c) \) is obtained by using a search algorithm,

\[
c[n] = c[n - 1] - \gamma\tilde{c}[n] + \theta(y(c[n - 1], a[n]))
\]

For other criteria of optimality in the operation of a system, the solution of the problem can be obtained either by using analogous search algorithms of adaptation, or by using relaxation algorithms (see Section 7.13).

9.10 An Example

As an illustration, we shall briefly consider a problem of planning the operation of a plant for producing sulfuric acid. The scheme describing the connections between the production units and the storage facilities is shown in Fig. 9.4. Blocks 1–5 correspond to the facilities for storing initial and intermediate products. Blocks 6–8 are the devices which manufacture the products at the rates \( u_6, u_7 \) and \( u_8 \). Blocks 9–14 are the storage facilities for the final product. It is assumed that the demand \( y_0 \) for the sulfuric acid of different concentrations, and the rate \( e \) at which the raw material arrives, are determined by external factors, and that they are random variables distributed with certain unknown probability distributions \( p_1 \) and \( p_2 \). The volume of
storage facilities 1–5 and 9–14, and therefore the rates of flow of the products
between the corresponding blocks, are limited by the quantities \(v_1, \ldots, v_5\)
and \(v_9, \ldots, v_{14}\). It could be stated that the plant operates in a satisfactory
fashion if a single storage facility is neither empty nor overfilled. Optimal
planning for a plant operation consists of establishing production rates
\(c_1^*, \ldots, c_N^*\) for which the probability of unsatisfactory plant operation is
minimized. This is accomplished by algorithm (9.31).

9.11 Distribution of Detection Facilities

In radars for target detection, it is very important to find effective means for
observing a given zone, i.e., the distribution of energy in that zone, the choice
of sequential stages of observation in a certain fixed interval of time. We can
select the functionals which characterize either the efficiency of observations
under constant expenditures of energy, or the expenditures of energy under
the conditions of constant probabilities of detection, to serve as the criteria
of efficiency in observation.

Average efficiency of probing, which characterizes the efficiency of observ-
ing the desired zone, can be written in the following form:

\[
J = \int_X F(f(x), x)p(x) \; dx \quad (9.32)
\]

or, briefly,

\[
J = M\{F(f(x), x)\} \quad (9.33)
\]

where \(F(\cdot)\) is a reward function. For instance, \(F(\cdot)\) can be the probability of
detection under constant \(x\). The reward function is assumed to be given and
to depend upon the distribution of available detection facilities, \(f(x)\). For
instance, the detection facilities are the strength of the probing signals, time
of the search, etc. Since there are limitations in energy and time, \(f(x)\) has to
satisfy the condition

\[
\int_X \psi(x)f(x) \; dx = A \quad (9.34)
\]

which characterizes the limitations imposed on the resources (energy, number
of alarms, time). In (9.34), \(\psi(x)\) is a certain weighting function; frequently,
\(\psi(x) = 1\).

The problem then is to find a function \(f(x)\) for which the effectiveness of
observation or the average reward (9.32) is maximized under the constraints
(9.34). If the probability density function \(p(x)\) is known, then under certain
conditions imposed upon the reward \(F\), the problem of finding the optimal
function \(f(x)\) can be solved analytically. However, \(p(x)\) is usually unknown,
and this problem is sometimes substituted by a min-max problem. An a priori distribution which is most unfavorable from the standpoint of average efficiency of observation (for which $J$ is maximal) is first found. Then the distribution of the observation facilities, $f(x)$, for which this maximal value $J$ is minimized, is determined. This substitution is not always justified and is often inconvenient. The adaptive approach offers an algorithm for finding the optimal function, and its method of realization.

9.12 Algorithm for Optimal Distribution

It is natural to try to find the optimal function $f(x)$ in the form

$$f(x) = c^T \phi(x)$$  \hspace{1cm} (9.35)

Then the functional (9.33) and the constraint (9.34) can be written as

$$J(c) = M\{F(c^T \phi(x), x)\}$$  \hspace{1cm} (9.36)

and

$$c^T b = A$$  \hspace{1cm} (9.37)

where

$$b = \int_x \psi(x) \phi(x) \, dx$$  \hspace{1cm} (9.38)

It is now necessary to find a vector $c = c^*$ which maximizes the functional (9.36) under the constraint (9.37). This is a problem of conditional extremum under the equality constraints. An analogous problem, but with inequality constraints, was already considered in Section 8.8. We shall form the functional

$$J(c, \lambda) = M\{F(c^T \phi(x), x) + \lambda(c^T b - A)\}$$  \hspace{1cm} (9.39)

and apply to it algorithm (3.19), which in this case has a very simple form, since $\lambda$ is a scalar (Lagrange multiplier). We then obtain

$$c[n] = c[n - 1] - \gamma[n]\{F'(c^T[n - 1]\phi(x[n]), x[n])\phi(x[n]) + \lambda[n]b\}$$

and

$$\lambda[n] = \lambda[n - 1] - \gamma_1[n](c^T[n - 1]b - A)$$  \hspace{1cm} (9.40)

These algorithms are realized by a discrete system shown in Fig. 9.5. The basic contour realizes the first algorithm of (9.40), and the additional one realizes the second algorithm of (9.40).
If the data are observed continuously, we can also use the continuous algorithms in the problem considered above. Then, instead of (9.40), we obtain

$$\frac{de(t)}{dt} = -\gamma(t)[F'(c^T(t))\phi(x(t), x(t))\phi(x(t)) - \lambda(t)b]$$  \hspace{1cm} (9.41)

$$\frac{d\lambda(t)}{dt} = -\gamma_1(t)(c^T(t)b - A)$$

For the realization of this algorithm, we could use the previous scheme in which the discrete integrators are replaced by continuous integrators. After a period of training, the discrete continuous system determines the sought optimal function $f(x)$.

9.13 Distribution of Quantization Regions

Quantization is considered to be any transformation of a continuous set of values of a function or its arguments into a discrete set. Quantization is used in various communication systems for storage and processing of information, and it is one of the irreplaceable operations when digital computers are employed. For instance, photographs (functions of two variables) are decomposed into discrete lines before telegraphic transmissions, and the pictures (functions of three variables) are decomposed into nonoverlapping regions before television transmission. Transmission of audio signals (functions of a single variable) by pulse-code modulation is related to quantization of continuous signals and subsequent coding.
A geometrical description of quantization is shown in Fig. 9.6; the space of the continuous signal is partitioned into disjoint (nonoverlapping) regions $\Lambda_k$. Then, for instance, a certain discrete value equal to the index of a region can correspond to all the values of the continuous signal which belong to that region.

Quantization of the arguments of a function always reduces the quantity of information which is contained in the continuous signal. Quantization of the values of a function introduces an error, since an uncountable set of values which belong to the same region is substituted by a single discrete value. In communication theory, this error, which is analogous if not identical to the truncation error, is called the quantization noise. The quantization error depends on the configuration and the dimensions of the regions $\Lambda_k$.

After transmitting discrete signals across a communication channel (the number of these discrete values is limited by the channel capacity), we have to determine the true signal. How should the signal space $\Lambda$ be partitioned into the regions $\Lambda_k$ so that the quantization noise is minimized? This problem is very closely related to the problems which were encountered in the statistical theory of detection and pattern recognition since it is again necessary to find the boundaries of the regions. But we shall consider it in this chapter in order to emphasize that the problem of quantizing the signal space can be studied with some success in parallel with the problems of distribution of resources and producing powers.

9.14 Criterion of Optimal Distribution

Let us designate by $\mathbf{x}$ a continuous signal which is to be quantized; its probability density function $p(x)$ is not known a priori. Furthermore, let $u$ be an estimate which becomes constant for a given region such that

$$u = u_k \quad \text{when} \quad \mathbf{x} \in \Lambda_k \quad (k = 1, \ldots, N) \quad (9.42)$$
The criterion of optimal distribution and thus the accuracy criterion of an estimate \( u \), can be average losses given in the form of a functional,

\[
J(u) = \sum_{k=1}^{N} \int_{\Lambda_k} F(x, u_k)p(x) \, dx
\]  

(9.43)

Here, \( u = (u_1, \ldots, u_N) \). The optimal estimate \( u = u^* \) minimizes average losses.

For simplicity we shall consider an interesting one-dimensional case where the regions \( \Lambda_k \) are the segments of the real line

\[
\Lambda_k = \lambda_k - \lambda_{k-1} \quad (k = 1, \ldots, N)
\]  

(9.44)

and \( u_k \) are real numbers. The average losses (9.43) are then equal to

\[
J(u) = \sum_{k=1}^{N} \int_{\lambda_k}^{\lambda_{k-1}} F(x, u_k)p(x) \, dx
\]  

(9.45)

For a quadratic loss function,

\[
F(x, u) = (x - u)^2
\]  

(9.46)

we have

\[
J(u) = \sum_{k=1}^{N} \int_{\lambda_k}^{\lambda_{k-1}} (x - u_k)^2 p(x) \, dx
\]  

(9.47)

The remaining problem is to find optimal estimates \( u_k (k = 1, \ldots, N) \) and the boundaries \( \lambda_k (k = 1, \ldots, N) \) such that the average losses are minimized.

9.15 Algorithms of Optimal Evaluation

The results of Section 4.20 could be used in defining an algorithm of optimal evaluation, but it is simpler for this case to differentiate (9.47) with respect to \( \lambda_k \) and \( u_k \). The conditions which define the minimum of the functional can be written as

\[
\lambda_k = \frac{1}{2}(u_k + u_{k+1})
\]  

(9.48)

\[
\int_{\lambda_k}^{\lambda_{k-1}} (x - u_k)p(x) \, dx = 0
\]  

(9.49)

From (9.48) and (9.49), it follows that

\[
\int_{\frac{1}{2}(u_{k+1} + u_k)}^{\frac{1}{2}(u_k + u_{k-1})} (x - u_k)p(x) \, dx = 0
\]  

(9.50)

An analytic solution of this system of equations with respect to \( u_k \) is only possible for a simple case of \( p(x) = \text{const} \). We consider the case where \( p(x) \) is unknown.
Let us introduce the characteristic function,

\[ \delta(u_{k-1}, u_k, u_{k+1}) = \begin{cases} 1 & \text{if } \frac{1}{2}(u_k + u_{k-1}) < x < \frac{1}{2}(u_{k+1} + u_k) \\ 0 & \text{otherwise} \end{cases} \]  

(9.51)

Then the condition (9.50) can be written as the mathematical expectation,

\[ M\{(x - u_k)\delta(u_{k-1}, u_k, u_{k+1})\} = 0 \]  

(9.52)
Now it is not difficult to write an algorithm which determines optimal estimates

\[
    u_k[n] = u_k[n - 1] + \gamma[n][x[n] - u_k[n - 1]) \\
    \times \varepsilon(u_{k-1}[n - 1], u_k[n - 1], u_{k+1}[n - 1]) \quad (k = 1, \ldots, N) \quad (9.53)
\]

After obtaining the optimal estimates \( u_k^* \) using this algorithm, we obtain the boundaries \( \lambda_k \) of the region \( \Lambda \) according to (9.48). A block diagram of the discrete system which determines these estimates is shown in Fig. 9.7; it is a multivariable closed-loop system. The reader can attempt to find the best values \( \gamma_{\text{opt}}[n] \) for the algorithms (9.53).

9.16 Certain Problems

The problems of operations research are a fertile field for the application of probabilistic iterative algorithms which take into consideration different constraints. However, the difficulties which may arise here are not so much related to the development of the methods of solution, but rather to the statement of the problems concerning planning and control under the conditions of uncertainty and thus, risk. Therefore, it is of great interest to formulate various problems of planning under insufficient a priori information, and to extend the adaptive approach to these new problems.

9.17 Conclusion

This chapter differs from the preceding chapters by an abundance of problems. In spite of the variety encountered, it is possible to notice a general theme which is characteristic for all the problems considered here. In all the problems mentioned, we have to deal with the distribution and planning of limited resources. To such resources belong matter or energy, time or space. This variety is characteristic for the modern theory of operations research, and we have not tried to change its aspect.

The basic problem of this chapter was to show the usefulness of the adaptive approach even in this vast area embraced by an ambiguous but intriguing term—"operations research."

COMMENTS

9.1 The book by Kaufmann and Faure (1968) can serve as a good introduction to the theory of operations research. If the reader is not inclined to learn the details, he should start with the book by Saaty (1959).

9.2-9.8 Numerous similar problems were considered in the book by Hannsmenn (1966). However, it was assumed that sufficient a priori information exists.
9.9 and 9.10 The statement of these problems and the example are due to Wilde (1964).

9.11 and 9.12 On these questions, see the works by de Guenin (1961) and Kuznetsov (1962, 1964, 1965).

9.13–9.15 A problem of this kind was considered in relation to the synthesis of discrete systems with minimal distortion (see the works by Max (1960), Koshelev (1963) and Larson (1966)). The problems of quantization were also studied by Ignatiev and Blokh (1961) and Stratonovich and Grishanin (1966). The problem under consideration is closely related to the problem of self-learning discussed in Chapter 5. Max (1960) has solved this problem for the case of a uniform probability density function by using an approximate method.
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GAMES AND AUTOMATA

10.1 Introduction

Until now we have considered the problems of finding absolute or relative extrema of various functionals under the conditions of uncertainty. But these are relatively peaceful situations. In life, we often encounter situations which have a conflicting character. Conflicting situations occur when the interests of the interacting sides do not coincide with each other. Of course, the effect called conflict of interests depends upon the actions of all sides participating in the conflict. Such conflicting situations are studied in the relatively new branch of science which has an appealing name—game theory.

A large number of works is devoted to game theory but we do not intend to present different results of this theory here. Our task is completely different. We want to observe a number of problems in game theory from the standpoint of the adaptive approach, and to show the suitability of this approach to typical game-theoretic problems and to such problems which are reduced to game-theoretic problems.

We shall consider the methods of learning the solutions of games and find the corresponding algorithms of learning. These algorithms will be used in the solution of linear programming and control problems which are conveniently observed as games, and also in defining the conditions of realizability of logical functions by a threshold element. We shall briefly illuminate possible methods of training perceptrons and the role of threshold elements in their realization. We shall also consider the behavior and the games of stochastic automata which are not designed using a priori information about transition probabilities from one state to another, and about the environments in which these automata interact.
10.2 The Concept of Games

Several persons—players—who have different interests usually participate in a game. The actions of the players—moves—consist of selecting a certain specific variant from a set of possible variants. The game is characterized by a system of rules which define the sequence of moves and the gains and losses of the players depending upon their moves. In the course of a game, different situations occur in which the players must make a choice. A complete system of instructions which define these choices in all possible situations is actually the strategy of each of the players. A player tries to maximize his gains at the end of a game. Of course, not all the players can achieve this.

The presented description of the game, although very similar to many games of chance which we confront in life, is sufficiently general to be of help in the popularization of the game theory, but it is not suitable for obtaining any concrete results. Therefore, we shall consider a particular form of games for which the theory is well-developed. Zero-sum matrix games between two persons, i.e., games in which the interests of the players are conflicting and the gain of one player is the loss of another, will also be discussed.

Zero-sum matrix games between two players are characterized by the cost matrix,

\[ A = [a_{\nu \mu}] \quad (\nu = 1, \ldots, N; \mu = 1, \ldots, M) \] (10.1)

In the game, the first player selects a strategy \( \nu \) from \( N \) possible strategies, and the second player selects a strategy \( \mu \) from \( M \) possible strategies. The gain of the first player, and thus the loss of the second player, is equal to \( a_{\nu \mu} \). The choice of the strategies \( \nu \) and \( \mu \) can be made in a random fashion according to the probabilities,

\[ p = (p_1, \ldots, p_N) \]

\[ q = (q_1, \ldots, q_M) \] (10.2)

In this case, the outcome of the game is random, and it has to be evaluated by a mathematical expectation of the cost function:

\[ V(p, q) = \sum_{\nu=1}^{N} \sum_{\mu=1}^{M} a_{\nu \mu} p_\nu q_\mu = p^T A q \] (10.3)

This game is called the game with mixed strategies.

The probabilities (10.2) have to satisfy the following usual conditions:

\[ p_\nu \geq 0 \quad \sum_{\nu=1}^{N} p_\nu = 1 \] (10.4)

\[ q_\mu \geq 0 \quad \sum_{\mu=1}^{M} q_\mu = 1 \]
which indicate that $p$ and $q$ belong to a simplex. The mixed strategies of the players are defined by the vectors $p$ and $q$ where the $k$th components of each vector are equal to the probability of employing the $k$th simple strategy. If this probability is equal to one, we again arrive at a game with simple strategies.

We shall designate the simple strategies of the first and second player in the form of unit vectors

$$\alpha_v = (0, \ldots, 0, 1, \ldots, 0)$$

$$\beta_\mu = (0, \ldots, 0, 1, \ldots, 0)$$

(10.5)

It should be mentioned that for given probabilities $p$ and $q$, according to (10.2),

$$p_v = p^T \alpha_v \equiv M\{\alpha_v\} \quad (v = 1, \ldots, N)$$

$$q_\mu = q^T \beta_\mu \equiv M\{\beta_\mu\} \quad (\mu = 1, \ldots, M)$$

(10.6)

Then it follows that the components of the mixed strategies are the mathematical expectations of the corresponding employed simple strategies. The conditions (10.6) can be written in vector form as

$$p = M\{\alpha\}$$

$$q = M\{\beta\}$$

(10.7)

where

$$\alpha = \{\alpha_1, \ldots, \alpha_N\}$$

$$\beta = \{\beta_1, \ldots, \beta_M\}$$

(10.8)

are the collections of the unit vectors (10.5).

### 10.3 The min-max Theorem

Let us consider a game with the cost matrix (10.1). The natural desire of the first player to increase his gain leads to the selection of a strategy from all the strategies $\alpha_v$ which guarantees maximal gain of all minimal gains, $\max_v \min_\mu a_{v\mu}$. The second player tends to select a strategy $\beta_\mu$ which guarantees the smallest of all the maximal losses, $\min_\mu \max_v a_{v\mu}$. It is always

$$\max_v \min_\mu a_{v\mu} \leq \min_\mu \max_v a_{v\mu}$$

(10.9)

It could be shown that this inequality becomes an equality,

$$\max_v \min_\mu a_{v\mu} = \min_\mu \max_v a_{v\mu} = a_{v^*,\mu^*}$$

(10.10)
It is then said that such a game of simple strategies has a saddle point \((\alpha, \beta)\). For this strategy, \(\hat{\alpha} = \alpha\) and \(\hat{\beta} = \beta\) are optimal. A deviation of any one of the players from the optimal strategy leads to an increase in the opponent's gain. If that is not enough, he can gain even more by selecting a proper strategy.

If equation (10.10) is satisfied by any cost matrix \(A\), then the search for optimal forms of the game is ended. But frequently the cost matrix cannot have a saddle point. In this case, the player is forced to select mixed strategies in each game, and then the opponent cannot exactly determine the result of such a choice. Therefore, we arrive at the game with mixed strategies \(p\) and \(q\).

The basis of the game theory is von Neumann's theorem, as follows: The cost function (10.3) satisfies the relationship

\[
\max_p \min_q V(p, q) = \min_q \max_p V(p, q) = v
\] (10.11)

In other words, there are optimal strategies \(p^*\) and \(q^*\) for which

\[
V(p, q^*) \leq v = V(p^*, q^*) \leq V(p^*, q)
\] (10.12)

The quantity \(v\) is called the value of the game. This theorem states that a matrix game with mixed strategies always has a saddle point \((p^*, q^*)\). It is interesting that neither the first nor the second player have any advantage if they each know the probabilities of their opponent's moves.

10.4 Equations of Optimal Strategies

The solution of matrix games is reduced to finding the saddle point, i.e., we have to obtain the optimal strategies \(p^*\) and \(q^*\) for which the condition (10.12) is satisfied. There exist direct methods based on a theorem by Shapley-Snow for obtaining optimal strategies. These methods provide an exact solution of the game in a finite number of operations, but they are only practical for a game with a small number of strategies. Due to a relationship which exists between the game theory and linear programming, different methods of linear programming can be used in the solution of game-theoretic problems. There are also many indirect methods. Our interest lies in the methods where the player is taught during the course of the game and improves his mastery of the game.

Let us designate by \(\hat{p}(q)\) and \(\hat{q}(p)\) the optimal answers on the corresponding mixed strategies \(q\) and \(p\). The optimal mixed strategies, determined by von Neumann's theorem, satisfy the equations

\[
p^* = \hat{p}(q^*)
\]

\[
q^* = \hat{q}(p^*)
\] (10.13)
which express the obvious fact that the optimal responses on mixed strategies are optimal mixed strategies.

It follows from (10.13) that the optimal mixed strategies $p^*$ and $q^*$ are the solutions of the equations

$$p = \hat{p}(q)$$
$$q = \hat{q}(p)$$

(10.14)

Since the mixed strategies can be given as mathematical expectations of the simple strategies (10.7), equations (10.14) can be written as

$$p = M\{\hat{\alpha}(q)\}$$
$$q = M\{\hat{\beta}(p)\}$$

(10.15)

where $\hat{\alpha}$ and $\hat{\beta}$ are the optimal responses (simple strategies) on the simple strategies, which appear with probabilities $p$ and $q$, respectively.

Let us now assume that we cannot find exact optimal responses $\hat{p}(q)$ and $\hat{q}(p)$ but that we can define them with a certain error $\xi$, i.e., instead of $\hat{p}(q)$ and $\hat{q}(p)$, we actually define

$$\hat{\alpha}(q) = \hat{p}(q) + \xi_1$$
$$\hat{\beta}(p) = \hat{q}(p) + \xi_2$$

(10.16)

If the mean value of the errors is zero, then

$$\hat{p}(q) = M_\xi\{\hat{\alpha}(q)\}$$
$$\hat{q}(p) = M_\xi\{\hat{\beta}(p)\}$$

(10.17)

and instead of (10.12), we obtain

$$p = M_\xi\{\hat{\alpha}(q)\}$$
$$q = M_\xi\{\hat{\beta}(p)\}$$

(10.18)

The mathematical expectation is taken here with respect to the probability distributions of the errors. Equations (10.15) and (10.18) are actually the equations of optimal strategies.

### 10.5 Algorithms of Learning the Solution of Games

Let us write the equations (10.15) in the form

$$M\{p - \hat{\alpha}(q)\} = 0$$
$$M\{q - \hat{\beta}(p)\} = 0$$

(10.19)

and apply to them the probabilistic iterative algorithm of a simple type. We then obtain an algorithm of learning for the solution of a game,

$$p[n] = p[n - 1] - \gamma_1[n]\{p[n - 1] - \hat{\alpha}(q[n - 1])\}$$
$$q[n] = q[n - 1] - \gamma_2[n]\{q[n - 1] - \hat{\beta}(p[n - 1])\}$$

(10.20)
Here, $\hat{\alpha}(q[n-1])$ and $\hat{\beta}(p[n-1])$ are optimal simple strategies at the $(n-1)$st step; $\hat{\alpha}(q[n-1])$ is defined by the index of the maximal component of the vector $Aq[n-1]$ and $\hat{\beta}(p[n-1])$ is defined by the index of the minimal component of the vector $p^T[n-1]A$. For convergence, it is sufficient that the coefficients $\gamma_1[n]$ and $\gamma_2[n]$ satisfy the usual conditions (3.34a). The algorithms (10.20) correspond to the process of sequential improvement in the strategies of the players, i.e., to learning a game by experience.

Similarly, by writing the equations (10.18) in the form

$$M_\xi(p - \hat{\beta}(q)) = 0$$
$$M_\xi(q - \hat{\alpha}(p)) = 0$$

we obtain the algorithms for learning the solution of a game under uncertainty:

$$p[n] = p[n-1] - \gamma_1[n](p[n-1] - \hat{\beta}(q[n-1]))$$
$$q[n] = q[n-1] - \gamma_2[n](q[n-1] - \hat{\alpha}(p[n-1]))$$

The algorithms (10.22) correspond to the process of sequential improvement in the strategies of the players through experience in a perturbing, noisy environment.

It is interesting to notice that the existence of errors with zero mean values is not a barrier to the optimal strategies, but that it only prolongs the learning time.

At each step, according to $p[n-1]$ and $q[n-1]$, the function

$$v[n-1] = V(p[n-1], q[n-1]) = p^T[n-1]Aq[n-1]$$

is determined. This function, as $n \to \infty$, tends to a quantity called the value of the game. The algorithms of learning for the solution of the games (10.20) and (10.22) are realized by the systems shown in Fig. 10.1 and 10.2. The

Fig. 10.1
obtained general algorithms of learning (10.20) and (10.22) lead in special cases to the known iterative algorithms presented in Table 10.1.

Generally speaking, the algorithms of learning for the solution of the games converge slowly. Different methods, such as those discussed in Section 3.15, can be used to increase the rate of convergence of the algorithms. All these methods are related to the modification of the coefficients $y_1[n]$ and $y_2[n]$ in the course of learning the solution of the game. For instance, the convergence of the algorithms can be accelerated if the iterations in which the same simple strategy is repeated are replaced by a simple iteration. This corresponds to

$$
\gamma[n] = \gamma_1[n] = \gamma_2[n] = \left( r_n / \sum_{v=1}^{n} r_v \right)
$$

(10.24)

where $r_v$ is the number of iterations at the $v$th step in which the same simple strategies are repeated. We can now apply the algorithms for learning the solution of games to various problems.

10.6 Games and Linear Programming

The solution of games is closely related to the solution of linear programming problems. Actually, if in (10.12) we replace the arbitrary mixed strategies $p$ and $q$ by the numbers $\alpha_v$ and $\beta_n$, respectively, we obtain inequalities,

$$
V(\alpha_v, q) = Aq \leq v
$$

$$
V(p, \beta_n) = p^T A \geq v
$$

(10.25)

The solutions of these inequalities satisfy (10.3) and thus define the optimal strategies and the value of the game. From here it follows that a game with
<table>
<thead>
<tr>
<th>Number</th>
<th>Equations</th>
<th>Algorithms</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$M{p - \hat{a}_s(q)} = 0$</td>
<td>$p[n] = p[n - 1]$ $- \gamma[n](p[n - 1] - \hat{a}_s(q[n - 1]))$</td>
<td>$\sum_{n=1}^{\infty} \gamma[n] = \infty$, $\sum_{n=1}^{\infty} \gamma^2[n] &lt; \infty$ $\gamma[n] = 1/n$ Brown</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$M{q - \hat{\beta}_s(p)} = 0$</td>
<td>$q[n] = q[n - 1]$ $- \gamma[n](q[n - 1] - \hat{\beta}_s(p[n - 1]))$</td>
</tr>
<tr>
<td>2</td>
<td>$M{p - \hat{a}_s(q)} = 0$</td>
<td>$p[n] = p[n - 1]$ $- \gamma_1[n](p[n - 1] - \hat{a}_s(q[n - 1]))$</td>
<td>Successive steps with $\gamma_1[n] = \gamma_1(\min_{j} {p^T[n], Aq[n]})$ Borisova, Magarik</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$M{q - \hat{\beta}_s(p)} = 0$</td>
<td>$q[n] = q[n - 1]$ $- \gamma_2[n](q[n - 1] - \hat{\beta}_s(p[n - 1]))$</td>
</tr>
<tr>
<td>3</td>
<td>$M_{c}{p - \hat{p}_c(q)} = 0$</td>
<td>$p[n] = p[n - 1]$ $- \gamma[n](p[n - 1] - p_c(q[n - 1]))$</td>
<td>$\sum_{n=1}^{\infty} \gamma[n] = \infty$, $\sum_{n=1}^{\infty} \gamma^2[n] &lt; \infty$ $\sum_{n=1}^{\infty} \gamma[n] = \infty$, $\lim_{n \to \infty} \gamma[n] = 0$ Volkonskii</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$M_{c}{q - \hat{q}_c(p)} = 0$</td>
<td>$q[n] = q[n - 1]$ $- \gamma[n](q[n - 1] - q_c(p[n - 1]))$</td>
</tr>
</tbody>
</table>
matrix $A$ is equivalent to a pair of coupled problems of linear programming:

$$v \rightarrow \min$$

$$v \rightarrow \max$$

$$Aq \leq v$$

$$p^T A \geq v$$

$$(10.26)$$

Let us introduce new variables $\bar{p}_v = p_v/v$, $\bar{q}_\mu = q_\mu/v$ and designate $\bar{v} = 1/v$. Then, from the pair of coupled linear programming problems (10.26) we obtain a pair of dual problems in linear programming:

$$\sum_{\mu=1}^{M} \bar{q}_\mu = \bar{v} \rightarrow \max$$

$$\sum_{v=1}^{N} \bar{p}_v = \bar{v} \rightarrow \min$$

$$Aq \leq 1$$

$$p^T A \geq 1$$

$$(10.27)$$

Therefore, the algorithms of learning the solution of games can be used in solving typical problems of linear programming. But we shall leave such a possibility since we do not intend to anger the "fanatics" of linear programming who prefer to apply the methods of linear programming in the solution of games. We shall only mention that the algorithm of learning for the solution of games can be useful in the solution of different problems in optimal planning of grandiose dimensions.

### 10.7 Control as a Game

In many cases it is useful to consider a process of control as a certain game. We illustrate this in a simple example. Let the controlled system be described by a differential equation,

$$\frac{dx(t)}{dt} + x(t) = u(t)$$

$$(x(0) = x_0)$$

$$(10.28)$$

We shall try to find a control function $u(t)$ for which the functional

$$J(u(t), x_0) = \int_0^T |1 - x(t)| \, dt$$

$$(10.29)$$

is minimized for a given initial condition $x_0$. The control function must also satisfy the following constraints:

$$0 \leq u(t) \leq 1$$

$$\int_0^T u(t) \, dt = T_1$$

$$(10.30)$$

In order to reduce this problem of optimal control to a game-theoretic problem, we use an obvious identity,
Then
\[
\min_u \int_0^T |1 - x(t)| dt = \min_u \max_{w} \int_0^T w(1 - x(t)) dt
\]  
(10.32)

On the basis of the min-max theorem (10.11), we can interchange the symbols \(\max\) and \(\min\). Therefore,
\[
\min_u \max_{w} \int_0^T w(1 - x(t)) dt = \max_{w} \min_u \int_0^T w(1 - x(t)) dt
\]  
(10.33)

Equation (10.33) guarantees that \(u^*\) and \(w^*\) form a saddle point.

Let us designate by \(U\) a set of functions \(u\) which satisfy the condition (10.30), and by \(W\) the set of functions \(w\) which satisfy the condition \(|w| \leq 1\). Then
\[
\min_{u \in U} \int_0^T |1 - x(t)| dt = \min_{u \in U} \max_{w \in W} \int_0^T w(1 - x(t)) dt
\]  
(10.34)

and thus, according to the min-max theorem,
\[
\min_{u \in U} \max_{w \in W} \int_0^T w(1 - x(t)) dt = \max_{w \in W} \min_{u \in U} \int_0^T w(1 - x(t)) dt
\]  
(10.35)

10.8 Algorithms of Control

It follows from (10.35) that a problem of optimal control is reduced to a problem of solving a continuous game. We introduce a cost function of a continuous game,
\[
V(u, w) = \int_0^T w(1 - x(t)) dt
\]  
(10.36)

Then, it follows from the min-max theorem (10.11) that the problem of optimal control considered in Section 10.7 is reduced to one of solving a continuous game with the cost function (10.36). In order to apply the algorithms of learning to the solution of games like (10.20), it is necessary to approximate the continuous game by a discrete one. On the other hand, one can first obtain the continuous algorithm from a discrete algorithm which is then used in the continuous game. For instance, the continuous algorithms
\[
\frac{du(t)}{dt} = -\gamma_1(t)[u(t) - \hat{u}_t(w(t))]
\]
\[
\frac{dw(t)}{dt} = -\gamma_2(t)[w(t) - \hat{w}_t(u(t))]
\]  
(10.37)
correspond to the discrete algorithms (10.22). Now $\hat{u}_c(w(t))$ and $\hat{w}_c(u(t))$ are the optimal answers under noisy conditions. The scheme of a control which computes optimal control actions is similar to the one in Fig. 10.2.

10.9 A Generalization

It is possible that the control problem considered in Sections 10.7 and 10.8 will not be received with approval, since the minimized functional is very sensitive on initial conditions. And if we do not know the initial conditions, then we cannot determine optimal control. In order to circumvent this difficulty, we consider averaging the functional (10.29) over the initial conditions:

$$J(u(t)) = M\{J^0(u(t), x_0)\}$$

(10.38)

The cost function corresponding to the continuous game is then

$$\bar{V}(u, w) = M\left\{\int_0^T w(1 - x(t)) \, dt\right\}$$

(10.39)

This "average" cost function is not known to us since we do not know the probability distribution of the initial conditions. But, as we know, this is not a barrier for the adaptive approach. We can employ algorithms of learning (10.37) which use the estimates obtained by the algorithms for estimating average values instead of the unknown "average" cost function for obtaining $\hat{u}_c(w(t))$ and $\hat{w}_c(u(t))$. Of course, in this case the learning time increases; lack of knowledge is frequently paid for by time.

We shall not go deeper into this interesting, but not yet well-studied problem. Instead, we consider other problems to which the algorithms of learning the solution of games can be applied.

10.10 Threshold Elements

Threshold elements have a broad application in the perceptrons and models of neural nets. They permit realizations of various logical functions. A threshold element consists of an adder and a relay (Fig. 10.3). It can be realized on different physical devices (for example, an amplifier with saturation, a ferrite core with a rectangular hysteresis cycle and constant magnetization, etc.).

The equation of a threshold element can be written as

$$y = \text{sgn}\left(\sum_{\nu=1}^N c_\nu x_\nu - c_0\right)$$

(10.40)
where $x_v$ is a variable which characterizes the state of the $v$th input, $v = 1, \ldots, N$ (input variable), $y$ is a variable characterizing the state of the output (output variable), $c_v$ is the weighting coefficient of the $v$th input, $v = 1, \ldots, N$, and $c_0$ is the threshold. We recall that

$$
\text{sgn} \ z = \begin{cases} 
1 & \text{when } z > 0 \\
0 & \text{when } z \leq 0
\end{cases}
$$

Input and output variables take only two values, 0 and 1.

The equation of a threshold element can be written in vector form,

$$
y = \text{sgn} \ (c^T x - c_0)
$$

where $x = (x_1, \ldots, x_N)$ is the vector of input variables, and $c = (c_1, \ldots, c_N)$ is the vector of weighting coefficients.
Obviously, the following conditions must be satisfied by a threshold element:

\[ c^T x_{(1)} > c_0 \]
\[ c^T x_{(0)} < c_0 \]  \hspace{1cm} (10.46)

We shall now use the property of the threshold element, that for

\[ c_0 = \frac{1}{2} \sum_{v=1}^{N} c_v \]  \hspace{1cm} (10.47)

the inversion of the coordinates of the input signal (i.e., one is substituted by zero, and zero by one) causes the inversion of the output signal. Then, from (10.46), we obtain

\[ c^T x_{(1)} > \frac{1}{2} \sum_{v=1}^{N} c_v \]  \hspace{1cm} (10.48)
\[ c^T \bar{x}_{(0)} > \frac{1}{2} \sum_{v=1}^{N} c_v \]

where \( \bar{x}_{(0)} \) indicates the inversion of \( x_0 \). This system of inequalities can be written in a more compact form,

\[ A c > \frac{1}{2} \sum_{v=1}^{N} c_v \]  \hspace{1cm} (10.49)

where

\[ A = \begin{bmatrix} x^T_{(1)} & 1 \end{bmatrix} \]
\[ A = \begin{bmatrix} x^T_{(0)} & 0 \end{bmatrix} \]

We can conclude now that the necessary and sufficient condition for realization of a Boolean function (10.43) on a single threshold element is the existence of a vector \( c = c^* \) which satisfies the system of inequalities (10.49).

**10.12 Criterion of Realizability**

The realizability of a Boolean function on a single threshold element can be determined by the matrix \( A \). Let us first add the coordinates 1 and 0 to both vectors \( x \) and \( \bar{x} \), and then form the extended matrix

\[ A = \begin{bmatrix} x^T_{(1)} & 1 & 0 \\ x^T_{(0)} & 0 & 1 \end{bmatrix} \]  \hspace{1cm} (10.50)
This extended matrix corresponds to a new threshold element which differs from the original one by two additional inputs. The weights of these new inputs, \( c_{N+1} \) and \( c_{N+2} \), can be chosen to satisfy the condition of normalization

\[
\sum_{\gamma=1}^{N+2} c_\gamma = 1
\]  

(10.51)

In that case, as it follows from (10.47),

\[
c_0 = 1/2
\]  

(10.52)

and the condition (10.49) is replaced by the condition

\[
\tilde{A}c > 1/2
\]  

(10.53)

By its construction the matrix \( \tilde{A} \) is such that there is a vector \( d \) with the property

\[
d^T \tilde{A} > 1/2
\]  

(10.54)

when \( \sum_{\mu=1}^{M} d_\mu = 1 \) for \( M < 2^N \). If we now consider matrix \( \tilde{A} \) to be a cost matrix of a certain game, and the vectors \( c \) and \( d \) to be the mixed strategies of the players, the conditions (10.53) and (10.54) are then satisfied when the value of the game, \( v \), is greater than 1/2. Therefore we obtain the following formulation of the realizability criterion. For realizability of the Boolean functions on a single threshold element, it is necessary and sufficient that the value of the game, \( v \), determined by the cost matrix \( \tilde{A} \), be greater than 1/2.

### 10.13 Algorithm of Realizability

The realizability on a single threshold element can be determined by using the algorithms for learning the solution of the games. For instance by applying (10.20), we obtain

\[
c[n] = c[n-1] - \gamma_1[n](c[n-1] - \hat{A}_c d[n-1])
\]  

(10.55)

\[
d[n] = d[n-1] - \gamma_2[n](d[n-1] - \hat{B}_c c[n-1])
\]  

and

\[
v[n] = c^T[n-1] \tilde{A} d[n-1]
\]  

(10.56)

If \( v[n-1] \to v > 1/2 \) for \( n \to \infty \), we can realize a given logical function on a threshold element. Vector \( c[n] \) converges (as \( n \to \infty \)) to the optimal strategy \( \hat{c} \), which defines the vector of the sought weighting coefficients in the threshold element. A test of realizability can be accomplished by a scheme similar to one presented in Fig. 10.1.
It is sometimes convenient that the input and output variables of a threshold element are $-1$ and $+1$ instead of $0$ and $1$, respectively. In this last case the behavior of the threshold element is described by the equation

$$y = \text{sign} \left( \sum_{v=1}^{N} c_v x_v - c_0 \right)$$

(10.57)

instead of by (10.49). The variables $x_v$ and $y$ are either $-1$ or $+1$, and

$$\text{sign } z = \begin{cases} +1 & \text{when } z > 0 \\ -1 & \text{when } z \leq 0 \end{cases}$$

(10.58)

The transition from one type of definition to another is based on the relationship

$$\text{sign } z = 2 \text{ sgn } z - 1$$

(10.59)

In that case, $x_v$ must also be replaced by $2x_v - 1$. Using this substitution in the extended matrix (10.50), the realizability of a Boolean function of a similar type can also be tested by the algorithm (10.55) and (10.56).

### 10.14 Rosenblatt’s Perceptron

The algorithms discussed in Section 10.13 can be used to train the threshold elements so that they can realize given Boolean functions. However, it would be very unjust to delegate only this role to the threshold elements. Learning threshold elements are very important parts of Rosenblatt’s perceptron. A simplified scheme for such a perceptron is shown in Fig. 10.4. The system of
linearly independent functions $\phi_v(x)$, $v = 1, \ldots, N$, appearing in the general scheme of the perceptron presented in Fig. 10.4, is here a system of threshold functions,

$$\phi_v(x) = \text{sign} \left( c^{(v)^T} x - c_0^{(v)} \right)$$

(10.60)

with a priori given thresholds and weights.

The algorithms used to train a perceptron are analogous to algorithm 1 of Tables 4.1 or 4.2:

$$c[n] = c[n - 1] + \gamma_o[y[n] - \text{sgn} c^T[n - 1]\phi(x[n - 1])]\phi(x[n - 1])$$

(10.61)

where the components of $\phi(x)$ are defined by the expressions (10.60). The process of training a perceptron converges under the conditions stated in Section 3.13.

10.15 Widrow’s Adaline

The beautiful name "adaline" is a shortened form of "adaptive linear threshold element." Widrow’s adaline is an extremely simplified perceptron (Fig. 10.5). The input signals form a vector

$$x[n] = (1, x_1[n], \ldots, x_N[n])$$

(10.62)

which defines all possible input situations (corners of a hypercube) for $n = 1, 2, \ldots, 2^N$. These situations have to be partitioned into two classes which correspond to two values of $y$:

$$y = \pm 1$$

(10.63)
Let us now select the functions $\phi_v(x)$ such that

$$\begin{align*}
\phi_0(x) &= 1 \\
\phi_v(x) &= x_v \\
& \quad (v = 1, \ldots, N)
\end{align*}$$

\hspace{10pt} (10.64)

It is difficult to think of anything simpler. Thanks to this choice of functions, there is no need for the functional transformers of many variables and, in particular, for the threshold elements which were used in Rosenblatt's perceptron.

Using the quadratic functionals and their corresponding algorithm 2 (Table 4.1) with (10.64) we obtain

$$c[n] = c[n - 1] - \gamma[n](y[n] - c^T[n - 1]x[n])x[n]$$

\hspace{10pt} (10.65)

where

$$c = (c_0, c_1, \ldots, c_N)$$

\hspace{10pt} (10.66)

is an $(N + 1)$-dimensional vector of coefficients. The coefficient $\gamma[n]$ is usually chosen to be a constant,

$$\gamma[n] = \frac{\gamma_0}{N + 1}$$

\hspace{10pt} (10.67)

Algorithm (10.65), with $\gamma$ defined by (10.67), is used to train adalines. An adaline is therefore an example of a trainable threshold element. The training is based not upon the binary values of the output variable, but upon a linear combination of the input situations, which is briefly called a composite.

10.16 Training of a Threshold Element

A slightly different method of training a threshold element which does not use a linear combination of the input situations directly, is also possible. In the general case, the output signal of the threshold elements is equal to

$$\hat{y}[n, m] = \text{sign } c^T[m]x[n]$$

\hspace{10pt} (10.68)

where $n$ is the index of one of the input situations, and $m$ is the index of the instant when the measurements of the vector of weighting coefficients are performed. In particular, when $n = m + 1$,

$$\hat{y}[n] = \text{sign } c^T[n - 1]x[n]$$

\hspace{10pt} (10.69)

Until the learning process is completed, the output signal differs from the desired $y[n]$. Learning is completed when, by varying the weighting coefficients,

$$y[n] = \hat{y}[n] = 0$$

\hspace{10pt} (10.70)

or, equivalently,

$$y[n]c^T[n - 1]x[n] > 0$$

\hspace{10pt} (10.71)
A similar condition was already encountered in Section 4.11. We should recall that now the components of the vector $x[n]$ do not have arbitrary values but only $+1$ and $-1$. Although this does not prevent us from using algorithm (4.41), we suggest that the reader write them down for this special case. Here we give a simple algorithm which takes into consideration the specific nature of threshold elements.

Using the algorithm for training the perceptrons (10.61), but where $\phi(x[n])$ is substituted by $x[n]$, we obtain

$$c[n] = c[n-1] + \gamma[n](y[n] - \text{sign } c^T[n-1]x[n])x[n]$$  \hspace{1cm} (10.72)

In the special case when $\gamma[n] = 1/2$ we have

$$c[n] = c[n-1] + \frac{1}{2}(y[n] - \text{sign } c^T[n-1]x[n])x[n]$$  \hspace{1cm} (10.73)

If the initial vector $c[0]$ has integer-valued components, then the vectors $c[n]$ will also have integer-valued components. A block diagram of the system for realization of algorithm (10.73) is shown in Fig. 10.6.

When the situations, i.e., corners of a hypercube, can be at least in principle separated by a hyperplane, then nonconvexity of the functional which generates this algorithm (we have discussed this in Section 4.10) will not have a significant meaning.

Generally speaking, with the passage of time, $c[n]$ will converge in probability to the optimal vector $c^*$. This convergence is not simple, but is such that the
most probable value of the limit $c[n]$, sometimes called the mode of $c[n]$, converges to $c^*$. When there are no disturbances, the optimal value $c = c^*$ may be reached in a finite number of steps.

Let us now be more rigorous. We shall apply at the input of the threshold element a vector $x[n]$, which corresponds to the same situation, until the learning process for this situation is finished. After that, we consider the next input situation, and repeat the procedure without paying any attention to the fact that we may modify previously obtained results. In this case, we must use the condition (10.68) instead of (10.69), and then, by repeating with a certain small modification our previous reasoning, we obtain a "rigorous" algorithm for training a threshold element,

$$c[m] = c[m - 1] + \frac{1}{2}(y[n] - \text{sign } c^T[m - 1]x[n])x[n]$$  \hspace{1cm} (10.74)

This rigorous algorithm for training can be written in a slightly different form. Let us designate by $r_n$ the number of iterations when the vector $x[n]$ is shown, and by $c[m_0 - 1]$ the vector with which the iterations for the input situation $x[n]$ begin. Then, from (10.74), we obtain

$$c[m_0 - 1 + r_n] = c[m_0 - 1] + r_n y[n]x[n]$$  \hspace{1cm} (10.75)

It should be noticed that $y[n] = \pm 1$ and $x,[n] = \pm 1$, since $y[n]x,[n] = \pm 1$. The algorithm modifies the weights until the learning of the threshold element is not completed.

The capability for learning can be improved if, instead of a single threshold element, a network of threshold elements is observed. This was done in the case of Rosenblatt's perceptron. However, such a generalization is not new in principle, and thus we shall not study trainable threshold networks.

### 10.17 Automata

The dynamic systems which have been considered until now were characterized by generalized coordinates defined on a continuum, i.e., the coordinates could take any real value. The independent variable time is continuous for continuous systems, and discrete for discrete systems.

The processes in the continuous systems are described by differential or integral equations, and the processes in the discrete systems by difference or sum equations. Now, we shall consider a special case of dynamic systems in which the generalized coordinates can take either a finite or a countable number of a priori defined values, and where time is also discretized.

An automaton is considered to be a dynamic system in which a change in its internal state $a[n]$, and a response defined by the vector $x[n]$ of output variables are created under the influence of a vector $u[n]$ of input actions. In a finite automaton, the sets correspond to the components of the input
actions; states and output variables are finite. The components of the vector of input actions, or the input vector, can take the values from the input alphabet:

\[ u \in U = \{u^0, u^1, \ldots, u^N\} \quad (10.76) \]

The components of the vector of output variables, or the output vector, can take the values from the output alphabet:

\[ x \in X = \{x^0, x^1, \ldots, x^M\} \quad (10.77) \]

Here, \( u^0 \) and \( x^0 \) are the symbols which correspond to the case when the input and output signals do not exist, i.e., \( u^0 \) and \( x^0 \) are empty symbols.

The signals or the symbols forming an alphabet are called letters, and their combinations are called words. Therefore, a finite automaton transforms the letters of an input alphabet into the letters of an output alphabet. The alphabet of internal states defines a finite number of internal states which correspond to the number of components in the state vector:

\[ a \in A = \{a^1, \ldots, a^k\} \quad (10.78) \]

The number of internal states, \( k \), corresponds to the memory capacity of the automaton. These terms, which are specific for the theory of finite automata, have other meanings and names in the theory of discrete systems. Input signals, states, and output signals (called “words”) correspond to certain discontinuous functions of time. The values of such functions are quantized into levels which correspond to the letters of corresponding alphabets.

**10.18 Description of Finite Automata**

The behavior of finite automata, or the processes in the finite automata, can be described by two equations: the state (or transition) equation and the output equation:

\[ a[n] = f_I(a[n-1], u[n]) \quad a[0] = a_0 \]

\[ x[n] = \psi_I(a[n]) \quad (10.79) \]

In these equations, \( f_I(\cdot) \) is an amplitude-quantized function of two variables, \( \psi_I(\cdot) \) is an amplitude-quantized function of a single variable, and \( a[0] = a_0 \) is the initial state vector. The special index in the functions \( f_I(\cdot) \) and \( \psi_I(\cdot) \) should remind us that these functions are amplitude-quantized, and thus they can take the “values” which correspond to the letters of their alphabet.

The intermediate variables—states \( a[n] \)—do not appear in the equations of continuous and impulse systems. Their importance in the construction of a model for a finite automaton will not be investigated here. A block diagram
of a finite automaton which corresponds to the equations (10.79) is shown in Fig. 10.7. This finite automaton has \( I \) inputs and \( l \) outputs. For an automaton with a single output and a single input (Fig. 10.8), instead of equation (10.79) we have

\[
\begin{align*}
    a[n] &= f_I(a[n-1], u[n]) & a[0] = a_0 \\
    x[n] &= \psi_I(a[n])
\end{align*}
\]  

(10.80)

However, there is little difference between the finite automata described by vector equations (10.79) and finite automata described by scalar equations (10.80). Let all the possible combinations of \( I \) input signals be coded by corresponding letters, and the same also be done with the states and output signals. Then, an automaton with \( I \) inputs, and a set of output signals coded in an \( r \)-letter alphabet, is equivalent to an automaton with a single input signal and with a single output coded in an \( r' \)-letter alphabet.

The amplitude-quantized functions \( f_I(\cdot) \) and \( \psi_I(\cdot) \), and thus the equations of finite automata, are given in different ways (for instance, in tabular form or in the form of graphs). The functions \( f_I(\cdot) \) and \( \psi_I(\cdot) \) are completely defined either by a transition table of inputs and outputs (Table 10.2), or by a transition diagram (Fig. 10.9). In Table 10.2, the symbols of the states are written above the output values. On the graphs, they are written around the directed
lines indicating the corresponding state transitions. The function \( f_f(\cdot) \) can be defined by a state matrix

\[
D(u') = \| d_{\nu \mu}(u') \| \quad (v = 1, \ldots, N; \mu = 1, \ldots, M) \tag{10.81}
\]

Each row of the matrix contains only one element which is equal to one, and the remaining elements are equal to zero. When at an instant \( n - 1 \) the automaton is in the state \( a[n - 1] = a^\nu \), and the input signal is \( u[n] = u' \), then the next state is \( a[n] = a^\mu \) only if \( d_{\nu \mu} = 1 \).

We shall next consider stochastic automata with a single input and a single output. As we mentioned earlier, this is not a limitation.
10.19 Stochastic Finite Automata

Stochastic automata are generalizations of the deterministic automata discussed in the preceding section. In stochastic automata we can discuss only the probabilities of transition from one state to another. The equations of such stochastic automata may be written in the following form:

\[ a[n] = f_1(a[n-1], u[n], \zeta[n]) \]
\[ x[n] = \psi_f(a[n]) \]  \hspace{1cm} (10.82)

In the first equation of (10.82), \( \zeta[n] \) is a random discontinuous function where the probability of an occurrence of a certain value of the function does not depend on the occurrences of the other values. Such a random discontinuous function is called the Bernoulli process. Therefore, the states of a stochastic automaton depend on the random discontinuous function \( \zeta[n] \) which can, for instance, vary as the “parameters” of a finite automaton, or simply be an additional random component of the input signal (Fig. 10.10). In this last case, the first equation of (10.82) has a more specific form,

\[ a[n] = J_1(a[n-1], u[n] \oplus \zeta[n]) \]  \hspace{1cm} (10.83)

where the symbol of addition \( \oplus \) indicates that the sum \( u \oplus \zeta \) always belongs in the input alphabet.

A stochastic automaton is usually defined by its transition matrix,

\[ P(r) = ||p_{uv}(r)|| \quad (v = 1, \ldots, N; \mu = 1, \ldots, M) \]  \hspace{1cm} (10.84)

This matrix differs from the state matrix (10.81) since the elements \( d_{uv}(u') \) are replaced by the transition probabilities \( p_{uv}(r) \) which define the probability of transition from the \( \mu \)th state into the \( v \)th state. Of course, \( p_{uv}(r) \) must satisfy the conditions

\[ p_{uv}(r) \geq 0 \quad \sum_{\mu=1}^{M} p_{uv}(r) = 1 \quad (v = 1, \ldots, N) \]  \hspace{1cm} (10.85)

Deterministic automata are a special case of stochastic automata when \( \zeta[n] = 0 \).
10.20 Automaton-Environment Interaction

An automaton interacts with its environment in the following way: The automaton's action, $x[n]$, causes a response in the environment, $u[n]$, which in turn acts as an input signal for the automaton. Here the input signal $u[n]$ depends upon the output signals of the automaton and on the properties of the environment.

The equation of the environment can be written as

$$u[n] = \theta_f(x[n], \xi[n])$$  \hspace{1cm} (10.86)

where $\theta_f(\cdot)$ is a certain amplitude-quantized function, and $\xi[n]$ is a random discontinuous function. The automaton-environment interaction is evident from the feedback loop existing around the automaton (Fig. 10.11). As should be expected, the behavior of the automaton is then changed, and there is a problem of investigating the influence of the environment on the behavior of the automaton, and a problem of improving such behavior. This circle of problems was posed and considerably solved by Tsetlin. Here we shall consider this problem from a slightly different point of view which leads to the synthesis of optimal automata. The criterion of optimality is based upon the expediency of behavior.

10.21 The Expediency of Behavior

In the automaton-environment interaction, each satisfactory behavior of the automaton causes $u[n] = 0$ (a reward), and each unsatisfactory one generates $u[n] = 1$ (a penalty). The mathematical expectation of the penalty, i.e.,

$$\rho = M\{u\}$$  \hspace{1cm} (10.87)
can serve as a performance index of the automaton's expediency. Here $\rho$ is the probability of penalizing the automaton.

If the automaton generates the responses $x[n]$ independently of the environment's reactions $u[n]$, its output variable is then a Bernoulli sequence $b = b[n]$. To this indifferent behavior of the automaton corresponds the following conditional expectation of the penalty:

$$\rho_0 = M\{u\mid x = b\}$$  \hspace{1cm} (10.88)

An automaton is considered to be expedient if

$$\rho < \rho_0$$  \hspace{1cm} (10.89)

Inequality (10.89) is very important in the analysis of behavior of finite automata under sufficiently complete a priori information. We cannot resist the temptation to describe an example given by Tsetlin which illustrates well the concept of expediency. Taken from a stack of books on a table, a book can be used in different ways. For instance, we can select and take a needed book, and then (after use) put it back in its original place in the stack. Or, we can put it back on top of the stack. This second approach is definitely expedient. A more needed book is more often at the top of the stack.

We should notice that the quantities $\rho$ and $\rho_0$ can be found by using the algorithms for estimating the mathematical expectations (5.8) and (5.9), if we can observe the automaton's actions.

10.22 Training of Automata

In the synthesis and training of automata, it is reasonable to request that the automata are not simply expedient, but that they are optimal with respect to expedient behavior. In other words, the behavior must be such that the mathematical expectation of the penalty is minimized. This can be achieved during a training period by modifying the automaton (i.e., $f_I(\cdot)$) or the characteristic of the transformer $\psi_I(\cdot)$. For simplicity, we shall consider the last case. Due to the equations (10.80) and the second equation in (10.82), we can write $\rho$ as

$$\rho = M\{\partial_I(\psi_I(a), \xi)\}$$  \hspace{1cm} (10.90)

Let us now search for a characteristic of the transformer $\psi_I(a)$ for which $\rho$ is minimal. We shall seek $\psi_I(a)$ in the familiar form

$$\psi_I(a) = \sum_{k=1}^{k} c_k \phi_k(a) = c^T \phi(a)$$  \hspace{1cm} (10.91)
This is possible if we define a system of linearly independent functions. For instance, we can select

$$\phi_\kappa(a) = \begin{cases} 
1 & \text{when } a = a^x \\
0 & \text{when } a \neq a^x
\end{cases}$$

(10.92)

or, analytically,

$$\phi_\kappa(a) = 1 - \text{sg}^2(a - a^x)$$

(10.93)

where

$$\text{sg} z = \begin{cases} 
+1 & \text{when } z > 0 \\
0 & \text{when } z = 0 \\
-1 & \text{when } z < 0
\end{cases}$$

(10.94)

The scheme of such transformers and their symbolic representations is shown in Fig. 10.12. The functions $\phi_\kappa(a)$ are unit impulse functions, and the coefficients $c_\kappa$ in (10.94) are members of the alphabet $X$. Therefore, $\psi_\kappa(a)$ is not approximately but exactly equal to the linear combination $c^T\phi(a)$ (Fig. 10.13).

The condition of optimality of the automaton can now be written as

$$\rho = \rho_{\text{min}} = \min_{c} M\{\theta_\kappa(c^T\phi(a), \xi)\}$$

(10.95)

and the problem of training is to reach this condition by observing the results of the automaton's behavior.
Since it is not possible to define the gradient of the realization $\theta_{\mathbf{I}}(\cdot)$, we compute an estimate

\[ \hat{\nabla}_{\mathbf{c}^+} \theta_{\mathbf{I}}(\mathbf{c}, 1) = \theta_{\mathbf{I}}^{+}(\mathbf{c}, 1) - \theta_{\mathbf{I}}^{-}(\mathbf{c}, 1) \]  

(10.96)

where

\[ \theta_{\mathbf{I}}^{\pm}(\mathbf{c}, 1) = (\theta_{\mathbf{I}}(\mathbf{c} \pm \mathbf{e}_1), \ldots, \theta_{\mathbf{I}}(\mathbf{c} \pm \mathbf{e}_k)) \]  

(10.97)

and use the search algorithms of the type (3.15) with $\gamma[n] = 1$. Then the algorithm of training is

\[ c[n] = c[n - 1] - \hat{\nabla}_{\mathbf{c}^+} \theta_{\mathbf{I}}(c[n - 1], 1) \quad \text{if} \quad c[n] \in A \]

\[ c[n] = c[n - 1] \quad \text{if} \quad c[n] \notin A \]  

(10.98)

We can now construct a block diagram of a trainable automaton; it is shown in Fig. 10.14. As a result of training in a certain environment, there will be an "adjustment" of the transformer's characteristic, and the automaton will have optimal behavior. Training can also be accomplished when the transformer's characteristic is constant but the input signal $\xi$ is varying; $\xi$ is generated by a special generator. The transition probabilities are reduced for the transitions which were penalized.

Such learning automata have flexible behavior and are adaptable to relatively slow changes in the environment. They pay a minimal penalty "in the case when for the sins of yesterday one is rewarded today, and also in the case when sins remain sins."
Before we start discussing another topic, we shall ask the reader the following question: "Do automata learn by correspondence or otherwise?" We have talked about this in Section 4.4.

10.23 About Markov Chains

A stochastic automaton corresponds to a Markov chain if it is assumed that the initial condition $q[0]$ is random, and the output variable $x[n]$ is identified with the state $q[0]$. In Markov chains, the probability of an outcome depends only on the outcome of the immediately preceding experiment. The stochastic matrix of transition probabilities \((1 \quad 0.84)\) describes a Markov chain.

As an example of a Markov chain, we give a problem of an observer who has to detect a useful signal which is masked by noise. This problem is closely related to one considered in Section 6.13. The observer can make mistakes. If the observer decides that there is a signal when such a signal actually does not exist, we have an error of the first kind or the error of false alarm. If the observer decides that the signal does not exist when the signal is actually present, we have an error of the second kind or the error of missing the signal. A Markov chain which corresponds to this situation can be given in the form of a graph (Fig. 10.15). The nodes of this graph represent the outcomes. In the given case we have three outcomes: 1 and 2, which correspond to the errors of the first and the second kind, respectively, and 0, if there are no errors. The branches represent the corresponding conditional probabilities $p_{\nu\mu}$ (the probability that the $\nu$th outcome is followed immediately by the $\mu$th outcome).

Of course, all the outcomes are not equally expensive. Outcomes 1 and 2 are not desired, and outcome 0 is desired. Learning is then reduced to a modification of conditional probabilities $p_{\nu\mu}$ so that the desired output becomes more probable. This can be accomplished by a sensible use of punishment and
reward. Using the equivalence which exists between the automata and the Markov chains, we shall consider Markov learning by studying the synthesis of a stochastic automaton which has to solve the problem of Markov learning.

## 10.24 Markov Learning

Let a certain information source emit the signals. These useful signals $s[n]$ which belong to a two-letter alphabet, $\{0, 1\}$, are mixed with noise $\xi[n]$. The observer receives the signal masked by disturbances, $y[n] = s[n] + \xi[n]$, and compares it with the threshold $c[n]$.

The problem of learning is then to adjust the threshold $c = c^*$ sequentially so that the conditional probabilities of the desired outcomes are increased and the undesired outcomes are decreased. In contrast to the results of Section 6.13, we shall assume here that the threshold varies in a discrete fashion throughout a finite alphabet. Discrete variations and the finiteness of the alphabet characterize Markov learning. Let us assume that the alphabet corresponding to the threshold is actually the alphabet of an automaton’s states without an output transformer. In other words, let us assume that $c[n] = a[n]$ and $x[n] = a[n]$. Then

$$a[n] = f_T(a[n-1], v[n])$$

(10.99)

Let this automaton operate in an environment described by

$$u[n] = \theta_T(y[n] - a[n - 1])$$

(10.100)

This environment is stochastic since the signal $y[n]$ is random. Finally, in contrast to the reinforcement schemes described earlier, the punishments and rewards here are defined by the difference between the teacher’s answer $y_0[n] = s[n]$ and the reaction of the environment, $u[n]$:  

$$v[n] = y_0[n] - u[n]$$

(10.101)

where $v[n]$ is defined by the alphabet $\{+1, -1\}$. In the simplest case we can assume

$$f_T(a[n-1], v[n] = a[n-1] - v[n]$$

(10.102)

$$\theta_T(y_0[n] - a[n-1]) = \text{sgn} (y_0[n] - a[n-1])$$

and then from (10.99)–(10.101) we easily obtain the algorithms of Markov learning:

$$a[n] = a[n-1] - (y_0[n] - \text{sgn}(y_0[n] - a[n-1])) \quad \text{if} \quad a[n] \in A$$

(10.103)

$$a[n] = a[n-1] \quad \text{if} \quad a[n] \notin A$$
This algorithm differs from the algorithm of learning in the adaptive receiver (6.65). In (10.103), \( \gamma = 1 \). Algorithm (10.103) is very similar to the algorithm of learning in threshold elements (10.74).

The constant value \( \gamma = 1 \) in such Markov algorithms indicates that the state \( a[n] \) does not converge to a single optimal state \( a = a^* \) either in probability or with probability one, but that only the mode of \( a[n] \) converges to \( a^* \) as \( n \to \infty \). This becomes obvious if we remember that in considering stochastic automata, which are equivalent to Markov chains, we can talk only about the probabilities that certain states are reached.

There is a close relationship between the algorithms of Markov learning and sequential decoding which has received great interest lately. With an understanding that a desire to accomplish everything is never satisfied, we shall not discuss this topic.

10.25 Games of Automata

An automaton’s learning of optimal behavior can be considered as an automaton’s game with nature. But automata can play among themselves if they are in the same environment (Fig. 10.16). The strategies of the player-automata are the states. The number of strategies is determined by the memory of the automata. Now, the penalty (or the reward) corresponds to the loss (or gain) of the automata. The games of the automata determine collective behavior of learning automata. For the zero-sum games of automata, the basic theorem of min-max is valid, and we can supply the algorithms of learning the solution of the games and the algorithms of learning in automata. We hope that for the simplest problems related to the games of automata, the reader will note the algorithms which determine the strategies of the playing automata.
10.26 Certain Problems

Among the problems related to games, we shall indicate the problem of defining the algorithms of learning the solution of the games in those cases when the elements of the cost matrix are not constant but are either random variables or unknown. The last case includes the so-called "blind" games.

In all the algorithms of learning and adaptation, it is important to accelerate the convergence of the algorithms using more complete information about the environment which is obtained during the operation of the automaton. This is usually accomplished by specific variations of $\gamma_1[n]$ and $\gamma_2[n]$. Are there any other possibilities of using the results of the preceding experiments in order to accelerate convergence?

It would be desirable to evaluate the effectiveness of various algorithms for training a threshold element, and also of training threshold sets which are constructed of threshold elements. The problems of identification and learning are also existent in finite automata. A systematic study of these possibilities would be of definite interest.

Very interesting problems appear in connection with the games of automata. For instance, the behavior of automata which possess not only the information regarding the outcome of the game, but also the information about the strategies used in the game. The "blind" games of automata (where the cost matrix is unknown), the zero-sum games of automata, and the games of a larger number of automata are also of special interest and importance. In the adaptive approach, sufficiently small a priori information is assumed, and a direct application of the well-developed theory of Markov chains is not possible.

10.27 Conclusion

In this last chapter we have briefly discussed the zero-sum game between two persons, and have developed the algorithms for learning the solutions of the games. These algorithms were useful in the solutions of a number of problems related to the realizability and control by threshold elements. The threshold elements which realize Boolean functions form the basis for the design of Rosenblatt's perceptron and Widrow's adaline. Their "capability" for learning is used here. We have also given considerable attention to finite automata which form a special class of dynamic systems.

The adaptive approach, broadly used in the preceding chapters for continuous and impulse systems, was also applied in studies of finite automata. Thus we were able to consider not only the expediency of an automaton's behavior, but also the training of automata to behave in an optimal fashion. Optimal behavior of automata can consist of pattern recognition, signal detection, identification of other automata, etc.
A characteristic property of the events and the objects studied in this chapter was that the sought variables must either satisfy the conditions of a simplex or that they can take the fixed values from a finite alphabet. We have tried to show that the adaptive approach even in this special situation can provide solutions of optimization problems under uncertainty.

COMMENTS

10.2 An exposition of the foundations of game theory can be found in the books by Saaty (1959) and Goldstein and Yudin (1966). The applications to the particular problem in the various areas of human activity are described by Luce and Raiffa (1957).

10.3 Von Neumann's min-max theorem is the basis of the game theory. A simple proof of this theorem is described in the book by Luce and Raiffa (1957).

10.4 Volkonskii indicated to us the importance of studying the errors in defining optimal strategies.

10.5 The algorithms of learning the solution of games (Table 10.1) include the algorithm proposed by Brown (1951). A modification of this algorithm was proposed by Amvrosienko (1965). Convergence of Brown's algorithm was proved by Robinson (1961). This proof is presented in the book by Bellman et al. (1958). Shapiro has estimated the rate of convergence and Braithwaite has applied Brown's algorithm, or as it is now called, Brown-Robinson's algorithm, to the solution of a system of linear equations, and to the solution of certain games in a finite number of steps. The algorithms (10.22) become the algorithms of Volkonskii (1962) when there are no errors in defining the optimal response (i.e., when $\xi_1 = \xi_2 = 0$).

The convergence of these algorithms is guaranteed by the conditions of convergence of the iterative methods. Therefore, this also establishes another relationship between various approaches to the game-theoretic problems. The theory of one class of the solutions of matrix games which also contains Brown's method was developed by Likhterov (1965). In addition, he has proposed computational algorithms with accelerated convergence.

The modifications of Brown's algorithm with accelerated convergence were proposed by Amvrosienko (1965) and Borisova and Magarik (1966).

10.6 The classical result due to Dantzig (1951) is presented here. See also Gale (1963) and Goldstein and Yudin (1966).

Some interesting applications of the game-theoretic approach to the optimal planning of grandiose dimensions were considered by Volkonskii (1962). Galperin (1966) has applied Volkonskii's algorithm in the solution of the transportation problem of grandiose dimension, and Meditskii (1965) has considered the problem of distributing the planned assignments.

10.7 This example was borrowed from the book by Bellman (1957). Certain systems of equations describing games can be found in the paper by Lebedkin and Mikhlin (1966).

10.8 The convergence of these continuous algorithms can be proven using the conditions of convergence for the continuous probabilistic methods. Another approach to the iterative method of solving games was considered by Danskin (1963).

10.10 and 10.11 A survey of literature describing the threshold elements and the synthesis of systems using threshold elements was written by Bogolyubov et al. (1963). See also the paper by Varshavskii (1962).
10.12 The relationship between the realizability of systems using a single threshold element and the two-person zero-sum games which is used here was established by Akers (1961).

10.14 The description of Rosenblatt’s perceptrons can be found in the papers by Hay et al. (1960) and Keller (1961).

10.15 The description of Widrow’s adaline is given in the papers by Widrow (1963, 1964). Very interesting applications of adaline as a trainable functional transformer can be found in the work by Smith (1966).

10.16 The “rigorous” algorithm of the form (10.75) was proposed by Ishida and Steward (1965). It is now clear that this “new” algorithm is only a small modification of the algorithm for the perceptron (10.61). For training of threshold elements and threshold networks, see the paper by Sagalov et al. (1966).

10.17 The basic concepts of the theory of finite automata are described in the books by Aizernian et al. (1963) and Pospelov (1966). See also the collection of papers edited by Shannon and McCarthy (1956). We shall consider the finite automata as a finite dynamic system.

10.18 and 10.19 The finite automata were not described here by transition matrices in order to emphasize the generality of finite impulsive and continuous systems. They are described as discrete dynamic systems. This system point of view of “linear” automata, or more exactly, of linear sequential machines was developed by Huffman (1956). See also the work of Tsypkin and Faradzhev (1966). The point of view presented here explains why we had not considered numerous excellent works in the theory of finite automata presented in the language which is characteristic for the theory.

10.20 The problems of interaction between the automata and the environment were posed and considerably solved by Tsetlin (1961a–c). An excellent survey of results in this area up to 1961 can be found in the work by Tsetlin (1961c). See also the book by Pospelov (1966). There is a vast literature devoted to the problems of analyzing the behavior of various automata in the environment. We shall mention the works by Blank (1964), Bardzin (1965), Brizgalov et al. (1965), Ponomarev (1964) and Krilov (1963). A slightly different approach was developed by McLaren (1966) and McMurtry and Fu (1965).

The behavior of stochastic automata in random media was studied by Varshavskii and Vorontsova (1963), Kandelaki and Tsertsvadze (1966) and Sragovich and Flerov (1965). The expediency of the behavior of automata was determined in all of these works. The theory of Markov chains was used for that purpose.

10.22 A relatively small number of works is devoted to the problems of learning automata which are related to the problems of synthesis. The paper by Varshavskii et al. (1962) is concerned with learning automata. Milyutin (1965) has studied the choice of transition matrices in the automata which guarantee an optimal behavior. Dobrovodov and Stratonovich (1964) have described the synthesis of optimal automata which takes into consideration a posteriori probability of penalties during the process of operation. McMurtry and Fu (1965) have applied the automata with variable structure for the search of extrema.

As the reader has perhaps noticed, we have considered learning in finite automata exactly as in ordinary discrete or impulsive systems. The characteristic of learning automata presented at the end of this section was taken from the paper by Varshavskii et al. (1962).
10.23 The relationship between automata and Markov chains was considered in the book by Glushkov (1966). The example presented here was considered many times in the works by Sklansky (1965, 1966). Thanks to Feldbaum (1959, 1960), Markov chains are broadly used in the studies of transition processes in discrete extremal systems. These questions have been considered in the book by Pervozvanski (1965), and also in the papers by Tovstukha (1960, 1961) and Kirschbaum (1963). They have also been applied in the work by Pchelintsev (1964) for solving the problems in search of the failures.

10.24 The theory of Markov learning was developed by Sklansky (1965) with respect to trainable threshold elements.

If the threshold $y$ is not assumed to be fixed, but to be a variable which satisfies the usual conditions $y[n] > 0$, $\sum_{n=1}^{\infty} y[n] = \infty$ and $\sum_{n=1}^{\infty} y^2[n] < \infty$, as Sklansky (1966) has done, we arrive at the scheme of a threshold receiver which we have already considered in Section 6.13. This adaptive receiver corresponds to a trainable threshold element. Markov learning was studied from a slightly different viewpoint by McLaren (1964, 1966). The relationship between Markov learning and stochastic approximation was considered by Nikolic and Fu (1966).

The stochastic models of learning proposed by Bush and Mosteller (1955) are closely related to Markov models of learning. In such models, learning is accomplished in accordance with a mechanism postulated in advance, and not on the basis of optimization.

These problems can also be observed from the adaptive point of view. However, this would carry us slightly away from our main goal.

On sequential decoding, see the book by Wozencraft and Reiffen (1961).

10.25 The games of automata and their collective behavior are discussed in the works by Tsetlin (1961c, 1963), Tsetlin and Krilov (1963), Krinskii (1964), Varshavskii and Vorontsova (1963), Ginzburg and Tsetlin (1965), Stefanyuk (1963) and Volkonskii (1962). Very interesting results in modeling the games between automata on digital computers were described by Brizgalov et al. (1966) and Tsetlin et al. (1966).

The blind games of automata were examined in the works by Krinskii and Ponomarov (1964, 1966).
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EPILOGUE

The problems of modern theory and the practice of automatic control are characterized by an absence of a priori information about the processes and plants, and by an initial uncertainty. It appears now that adaptation and learning can serve as a common foundation for the solution of optimization problems under these conditions.

The concepts of adaptation and learning originally were always associated with the behavior of either separate living organisms or their aggregates. It is now customary to apply these concepts to those automatic systems which are capable of performing their functions in the conditions of initial uncertainty. This does not mean, however, that one should identify adaptation and learning in living organisms with that in automatic systems. But apparently, the theory of adaptation in automatic systems could become useful in explaining the amazing behavior of living organisms.

The reader may have noticed that we have purposely not used the analogy between the behavior of engineering and biological systems. We did not consider such presently fashionable questions related to an understanding of artificial intelligence, and which are also closely interlaced with adaptation and learning. This decision was made not only by the author's fear of competing with an enormous number of popular articles and books on cybernetics, but also by the fact that the present concept of "intelligence" has to contain something that is in principle unknown, unrecognizable and not subject to a formalization. Therefore, regardless of which algorithm is used for adaptation and learning in an automatic system, it is not advisable to attribute to it intelligence even if it is labeled artificial.
By considering adaptation and learning to be probabilistic iterative processes, it was possible to cover a number of different problems in the modern theory of automatic control, to recognize their common features, and finally to develop efficient methods for their solution. Such an approach is valuable not only because it enables us to discover the essence of the problems and to find ways for their solution, but also because it gives new importance to the "old" and neglected problems of classical control theory (for instance, the problems of stability and quality). We have seen that every algorithm of adaptation and learning which converges can be realized. The convergence of the algorithms is nothing else but an expression of the stability of the corresponding stochastic nonlinear closed-loop systems.

Estimation of the rate of convergence and the optimal algorithms are closely related to the problems of quality in the stochastic nonlinear systems. Therefore, the problems of stability and quality play an important and sometimes main role in the new problems of adaptation and learning. Is this not evidence that the theory of automatic control "grows, but does not age," that the new directions appear in it, but the problems of stability and quality remain eternally young?

At the present time, it is difficult to discuss the completion of the theory of adaptation and learning. We are only at the beginning of a road which is perhaps long but has a promising future. Along this road will be discovered new and perhaps unexpected relationships between various branches in control theory and the related sciences. New problems will also be created, and they will most probably broaden the application of the theory of adaptation and learning.

More complex plants in the control systems and an absence of a priori information regarding the operating conditions have brought the adaptive control systems to life. But the role of adaptive and learning processes is not limited only to an elimination of uncertainty and to control under insufficient information. The elimination of uncertainty and the gathering of useful information represent the elements of a creative process. Who knows? The adaptive systems may help us in the very near future to accomplish better control under given conditions, and to develop new and more general methods, theories, and concepts.
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